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Editorial

The current issue of the International Journal of Sales, Retail and Marketing is once more dedicated to the best research papers from the area of retailing, sales and marketing. In this issue we are proud to present seven original research papers from the U.S.A., Great Britain, Iran, Nigeria and Croatia. The contributing authors published several interesting researches from the area of customer behaviour, customer choice strategies, innovations in FMCG retailing, sustainable development, ethical issues in selling, expenditures in U.S. by generational cohorts and finally about perspectives of medical tourism in Iran.

The profile of contributors to the Journal ranges from well-known established professors to young and promising doctoral students whose time is yet to come.

Thank you for taking interest in publishing and reading The International Journal of Sales, Retailing and Marketing. We hope it will be a valuable help in your professional and academic advancement.

Editor,

Mirko Palić, Ph.D.
IMPACT OF CULTURAL AND INDIVIDUAL FACTORS ON CUSTOMER CHOICE STRATEGIES IN CHINA AND SOUTH KOREA: A STUDY IN THE MOBILE PHONE MARKET

Lei Song, Gavin Jiayun Wu, Shan Feng and Alan J. Dubinsky

Abstract
Understanding customers’ choice strategies is important in order for marketing managers to develop and implement marketing programs directed at improving customer satisfaction. Prior research on customer choice strategies has mainly focused on decisions related to different product attributes or purchasing situations in Western cultures. Little research, however, has focused on how cultural and individual factors affect customer choice strategies within an East Asian context. This research fills this gap by investigating the adoption of choice strategies in China and South Korea. It examines the extent to which ethnocentrism, emotion, purchasing experience, imitation, and patience influence which choice strategies customers adopt: lexicographic, elimination-by-aspects, or weighted additive. Results provide practical implications on how multi-national companies might adjust their strategies in Chinese and South Korean cultures.
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Introduction
The electronics communications market in East Asia has grown rapidly. As of November 2012, China had 1.104 billion mobile phone users, an increase of nearly 118 million people during the first eleven months of 2012. As of April 2015, Chinese mobile phone users reached 1.29 billion (TechinAsia, 2015). Despite the substantial increase in mobile phone users, multinational companies (MNCs) face considerable barriers in attracting local customers from certain cultures (Bhattacharya & Michael, 2008). For example, in 2015, the market share of Apple smartphones in China shrank to 14.3%, whereas Chinese competitors’ Xiaomi and Huawei smartphones’ market share increased to 14.9% and 14.3%, respectively. On the other hand, by the end of 2014, the market share of Apple smartphones in South Korea increased to 33% (Counterpoint Research, 2015).

Given the foregoing market share vicissitudes in the East Asian mobile phone industry, international marketers need information to facilitate their entry into and continued success in East Asian market. Cultural and individual factors have been found to impact long-term orientation in buyer-seller relationships (Cannon et al., 2010), affect advertising perceptions...
(Pollay et al., 1990), one’s need for uniqueness (Kim & Markus, 1999), and influence emotional responses and sensory perceptions (Curtis & Bharucha, 2009). Moreover, these factors also influence how individuals process information (Kastanakis & Voyer, 2014). Accordingly, understanding cultural and individual factors that affect Chinese and South Korean customers’ choice strategies when purchasing mobile phones might help MNCs improve the design and implementation of their marketing strategies.

Notwithstanding the increased interest in investigating East Asia, prior research in customer choice strategies has focused primarily on the U.S. culture or on comparing between Eastern and Western cultures (Alba & Marmorstein, 1987; Fader & MacAlister, 1990; Swait & Adamowicz, 2001; Su, 2007). Little attention has been given specifically to reconnoitering customer choice strategies within the East Asian context (Kim et al., 2002). Furthermore, because China and South Korea’s economic growth are among the fastest in the region (CIA, 2015), understanding cultural and individual factors affecting customers seems essential and merits empirical attention.

Customers in China and South Korea were the focus of the current research effort due to their similarity as well as differences. Both countries represent rapidly growing customer markets in Asia (Kim et al., 2002; Whang et al., 2016). China and South Korea also have somewhat similar cultures, as they are both affected by Confucian principles (Zane, 1992; Kim et al., 2007). Meanwhile, both countries differ in several aspects. Although the two countries may have similar values, they are different in retail market development owing to different paths taken to free market economies (Kim et al., 2002). Moreover, foreign investors view China as the market with a giant population, whereas South Korea is perceived as a market with a wealthy customer base (Frank, 2001; Terpstra et al., 2012).

The foregoing disquisition led to the current investigation. In particular, examination of Chinese and Korean customers’ choice strategies—elimination-by-aspects (EBA), lexicographic, and weighted-additive—vis-à-vis ethnocentrism, emotion, purchasing experience, imitation, and patience was explored. According to Zhang (2004), these factors have been identified as playing a major role in customer choice strategies in East Asia. Although they have been considered in prior investigations, this study extends extant germane work by identifying specific factors that affect adoption of each choice strategy.

The primary goals for this research are threefold: (1) to investigate how cultural and individual factors affect Chinese and South Korean customers’ purchase decisions, (2) to uncover associations between cultural and individual factors and customer choice strategies, and (3) to provide implications for companies in the development and execution of their strategies so as to better serve customers.

Theoretical Framework and Hypothesis Development

Customer Choice Strategies

Choice strategies refer to customers’ psychological method in selecting the most appropriate offering (product or service) from an array of alternatives (Bettman et al., 1998). Over 300 years ago, Nicholas Bernoulli, John von Neumann, and Oskar Morgenstern pioneered the field (Richarme, 2005). Their early worked approached the customer decision-making process exclusively from an economic perspective, asserting that individuals are rational beings concerned solely with their own self-interest and preservation (Loudon et al., 1993).

However, recent theories transcend this “rational being perspective” to argue that multiple forces, objectives, and characteristics influence decision making (e.g., Armstrong &
Kotler, 2006; Bakewell & Mitchell, 2003; Carpenter & Fairhurst, 2005; Meyer & Rowan, 1991; Zaltman, 2003). For example, in the 1950s customer behavior began to reflect the notion of modern marketing to explore a wider range of holistic activities that affect customer decisions (Kasper et al., 2010); most prior research has focused on developing choice strategies and investigating situational and environmental factors that influence them (e.g., Manrai & Sinha, 1989; Simon, 1955; Tversky, 1972). For instance, Swait and Adamowicz (2001) outlined a theoretical model that simultaneously considers task complexity, customer effort, ability to choose, and choice; Lynch and Srull (1982) averred, though, that memory and attention processes in choice strategy may occur below the level of consciousness.

Particularly related to the present study’s theoretical framework, previous researchers have also identified various ways in which customers make product choices. For example, Bettman (1979) suggested that depending on whether or not weakness in one product attribute can be offset by strength in another, customers will process product information in two different ways: compensatory and non-compensatory. Below, differences between compensatory and non-compensatory choice strategies are discussed.

**Compensatory vs. Non-Compensatory Choice Strategies**

**Compensatory strategies** entail customers’ examining a weakness in one attribute while considering a strength in another (Bettman, 1979). Simple-additive and weighted-additive (which require high involvement) are two major types of compensatory choice strategies. With a *simple-additive strategy*, customers add the number of times each alternative is favorably judged in terms of all attributes, and the alternative with the highest number of favorable judgments is chosen (Costa & Vincke, 1995; Pachur & Forrer, 2013). Customers adopting a *weighted-additive strategy* take into account the salience of relevant evaluative criteria in addition to whether an alternative is favorable on those criteria (Pachur & Forrer, 2013). This strategy is similar to multi-attribute attitude models (e.g., Ajzen & Fishbein, 1980; Fishbein, 1963; Fishbein & Ajzen, 1975).

**Non-compensatory strategies** entail identifying weakness in one product attribute that cannot be offset by the strength in another product attribute (Bettman, 1979). The literature has identified three major types of non-compensatory choice strategies: lexicographic, EBA, and conjunctive. *Lexicographic* is a low-involvement strategy in which the customer compares products or brands on the most important attribute; the alternative that is perceived as superior on that single attribute is selected (Kohli & Jedidi, 2007). For example, Yee et al. (2007) reported that when evaluating smartphones, approximately two-thirds of subjects used lexicographic rules.

Customers following an *EBA strategy*—which requires medium involvement (Bettman, 1979)—evaluate brands on all important attributes and impose a cut-off value for each attribute. Products are assayed on each attribute one at a time and eliminated once they fail to meet the cut-off value for a given attribute (Gilbride & Allenby, 2006; Tversky, 1972).

Different from lexicographic and EBA strategies, a *conjunctive strategy* entails establishing a cut-off value for all attributes and then comparing each product against the set of imposed cut-off values. A product will be chosen only if it meets or exceeds the cut-off value for all attributes (Jedidi & Kohli, 2005; Yee et al., 2007).

The current research investigates lexicographic, EBA, and weighted additive choice strategies as they are among the most frequently adopted choice strategies among East Asian customers (Pachur & Forrer, 2013).
Impact of Cultural and Individual Factors on Customer Choice Strategies

Marketing scholars have proposed that customer choice strategies be examined in light of the following five cultural and individual antecedents: ethnocentrism, emotions, purchasing experience, imitation, and patience (e.g., Zhang, 2004). Based on extant work, a discussion of how each of these factors affects Chinese and South Korean customers’ choice strategies is presented.

Ethnocentrism. Ethnocentrism represents one’s preference for his/her own group over other groups (Sumner, 1906). Shimp and Sharma (1987) defined ethnocentrism as customers’ tendency to avoid purchasing foreign products owing to potential economic losses it would cause for their own country. Ethnocentric customers tend to purchase domestic products, although the quality of foreign products may appear better to them (Supphellen & Rittenburg, 2001). In contrast, less ethnocentric customers evaluate products based on attributes and merits without considering the country of manufacture (Shimp & Sharma, 1987). Other research has also shown that ethnocentric customers would purchase their own country’s products more frequently than less ethnocentric ones (Tsai et al., 2013; Zhang, 2004).

Ethnocentrism affects which choice strategies customers’ adopt. Researchers have found that customer attitudes and purchase intention toward foreign products vary across individuals (Ahmad & Richard, 2014; Carpenter et al., 2013; Supphellen & Rittenburg, 2001; Watson & Wright, 2000; Yoo & Danthu, 2005). Studies also suggest that individual customers from certain cultures—such as South Korea and China—tend to have less favorable attitudes toward foreign brands due to high ethnocentrism (Balabanis & Diamantopoulos, 2004; Balabanis & Diamantopoulos, 2008; Sharma et al., 1995). Accordingly, when making choices among an assortment of brands, ethnocentric customers seemingly will eliminate foreign-branded products first, while those who are lower in ethnocentricity are less likely to do so. Instead, such individuals may well focus more on using product attributes (e.g., color, function) rather than country of origin to make product decisions (Tsai et al., 2013). Because customers adopting an EBA strategy eliminate products by attributes, less ethnocentric customers are more likely to adopt an EBA strategy than customers who are more ethnocentric.

Hypothesis 1: Chinese and South Korean individuals with higher ethnocentrism are less likely to adopt an EBA choice strategy than those with lower ethnocentrism.

Emotion affects customer behavior. For example, Greenleaf and Lehmann (1995) found that emotions can delay customers’ choice-making process. Kemp and Komp (2011) ascertained that customers tend to regulate emotions by consuming hedonic products. Winterich and Haws (2011) discerned that positive emotions increase self-control (also see Bee & Madrigal, 2013; Lerner & Keltner, 2000; Luchs et al., 2012). Furthermore, Araña & León (2009) revealed that emotions can partially explain a customer’s decision to choose either a compensatory or non-compensatory decision strategy. Specifically, as emotional intensity increases, probability of choosing a non-compensatory strategy increases.

Emotion differences among individuals should affect customers’ adoption of choice strategies. Zhang (2004) suggested that emotionally more intense customers make faster decisions than emotionally less intense customers. Also, empirical work has found that emotionally-intense customers are more likely to make decisions by focusing on a single attribute than their less emotionally-intense counterparts. Moreover, customers who make more rapid decisions are less likely to be highly involved (Velásquez, 1998). Thus, more emotionally intense customers—compared with
their emotionally less intense counterparts—are more likely to choose a lexicographic strategy, as it requires less involvement and keener focus on a single attribute when making product decisions.

**Hypothesis 2:** Chinese and South Korean individuals with higher emotional intensity are more likely to adopt a lexicographic choice strategy than those with lower emotional intensity.

Purchasing Experience. Research shows that purchasing experience influences customers’ adoption of choice strategies. When customers experience uncertainty about making a purchase decision, they draw on their “information set,” which is composed of past purchasing experiences (Alba & Marmorstein, 1987; Erdem & Keane, 1996). Researchers have demonstrated the importance of understanding this process to aid in predicting which decision-making style a customer will adopt (Freimer & Horsky, 2008; van der Merwe et al., 2010).

Individual differences in purchasing experience should affect customers’ adoption of choice strategies. Hoyer (1984) found that individuals with more product purchasing experience are less likely to be highly involved in purchasing decisions. This is because repetition (e.g., repeated purchasing) reduces the amount of cognitive effort involved (Lavie, 2005). Zhang (2004) ascertained that customers’ involvement in purchasing decisions affects the choice strategies they adopt. Thus, customers who have more purchasing experience are more likely to adopt low-involvement choice strategies, such as a lexicographic strategy.

**Hypothesis 3:** Chinese and South Korean individuals with more purchasing experience are more likely to adopt a lexicographic choice strategy than those with less purchasing experience.

Imitation can have a significant impact on customer choice strategies. Katsikopoulos (2011) showed that use of a lexicographic choice strategy relies heavily on core human capacities (e.g., imitation, recall, recognition). We use herd literature to understand customers’ mimetic behavior. Herd literature posits that people may discount their own beliefs and imitate others when making decisions (Sun, 2009). Herd behavior has been documented in many academic fields, including technology (Sun, 2013), financial markets (Bernhardt et al., 2006; Bikhchandani & Sharma, 2001), psychology (Belz et al., 2013; Stallen et al., 2012), medical (Chapman et al., 2012), and purchase decisions (Chen, 2008; Chen, 2011).

Customers’ imitation behaviors should affect their adoption of choice strategies. Herd behaviors literature has shown that imitating other people when purchasing products allows them to be less involved in the decision-making process, because imitators do not need to go through the mental process that leads to the final purchasing decision (Katsikopoulos, 2011). Thus, imitators are less likely to be highly involved in choosing cellphones, and are less likely to adopt choice strategies that require high involvements. Also, Lavie (2005) suggest that when customers are less involved in the purchase of products, they would be more likely to adopt low-involvement strategies, such as lexicographic. Thus,

**Hypothesis 4:** Chinese and South Korean individuals who are more likely to imitate others are more likely to adopt a lexicographic choice strategy than those less likely to imitate others.

Patience. Individuals have different levels of patience when making purchasing decisions. Indeed, Fan and Xiao (1998) noted that certain customers are more patient than others when making product decisions. Zhang (2004) has shown that individuals with more patience are more likely to be highly involved
and spend more time during the purchase decision-making process. Highly involved customers are more likely to adopt choice strategies that require high involvement (Katsikopoulos, 2011). Therefore, more patient customers are more likely to choose choice strategies that require high involvement and more time spent. Because the weighted additive strategy requires high involvement and is more time consuming (Bettman et al., 1998), patient customers are more likely to employ this strategy.

**Hypothesis 5:** Chinese and South Korean individuals who are more patient when make a purchase decision are more likely to adopt a weighted-additive choice strategy than those who are less patient when making a purchase decision.

**Methodology**

**Sample and Measurement**

*Sample.* To test the study’s proposed model and hypotheses, data were collected from college students in China and South Korea. They were chosen as the sampling frame for several reasons. First, college students in China and South Korea are more advanced in the customer socialization process and have a greater familiarity with market exchange than other generations (Fan & Xiao, 1998). Second, they are the first cohorts of young individuals raised entirely in the digital age, thus earning the titles of “digital natives” and “hyper-connected” (Lepp et al., 2013). Moreover, 96% of undergraduate and 99% of graduate students in these two countries own a cell phone compared with 89% of non-students and 82% of adults (Fox, 2011). Because mobile phone use is so prevalent among college students, this sampling frame is a logical starting point for examining Chinese and South Korean customers’ choice strategies when purchasing such products. In all, 208 valid questionnaires were collected, including 110 from South Koreans (46 females and 64 males) and 98 (40 female and 58 male) from Chinese. Approximately 70% were between 22 and 27 years old.

*Measurement.* A survey of Chinese and South Korean respondents was administered in universities in Jinan, Shandong province, China and in Seoul, South Korea, respectively. A questionnaire was created in Korean and then translated into Chinese. The questionnaire was also back translated into Korean by a bilingual translator to ensure consistency (Cha et al., 2007).

As part of the survey procedure, participants were first introduced to the purpose of the study; then they completed the questionnaire. In the questionnaire, they first completed items pertaining to ethnocentrism, emotion, purchasing experience, imitation, and patience. These factors were assessed using items from the work of Zhang (2004). Respondents utilized a 5-point Likert scale when responding to those items (1 = strongly disagree, 5 = strongly agree). Sample items for each factor are noted below.

**Ethnocentrism:** “I don't buy the brand of other countries, because this is bad for our country's economy.”

**Emotion:** “I consider myself as being more emotional than the average person.”

**Purchasing experience:** “How many times have you purchased cell phones before?”

**Imitation:** “I have bought a cell phone because a person I know bought the cell phone.”

**Patience:** “I consider myself more patient than the average person.”

Subsequent to addressing the foregoing factors, respondents next rates “Yes” or “No” to their choice of strategies, including lexicographic, EBA, and weighted-additive. Participants also provided demographic information. They were
debriefed and thanked upon completion of the survey.

**Analysis and Results**

**Proposed Model**

Ethnocentrism, experience, emotion, imitation, and patience were independent variables in the proposed model. Three choice strategies—lexicographic, EBA, and weighted-additive—were adopted as dependent variables. A model was created to show the relationships between the independent and dependent variables. $X_1$, $X_2$, etc., were utilized to denote cultural and individual variables (e.g., ethnocentrism), and $Y$ to represent customers’ chosen decision-making strategy (e.g., EBA). $\beta$s were adopted to represent effects of each variable on customer choice strategies. Thus, the following model was used to examine customer choice strategies:

$$Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_4 X_4 + \beta_5 X_5 + \varepsilon$$

$X_1$: Experience  
$X_2$: Ethnocentrism  
$X_3$: Emotion  
$X_4$: Imitation  
$X_5$: Patience  
$\beta$: Model Parameters  
$\varepsilon$: Error

The $Y$-variable contained the three strategies, Lexicographic, EBA, and Weighted-additive, as noted below.

$$Y_{\text{lex}} = \begin{cases} 1 & \text{if a participant chooses “Yes” to a lexicographic strategy} \\ 0 & \text{if a participant chooses “No” to a lexicographic strategy} \end{cases}$$

$$Y_{\text{eba}} = \begin{cases} 1 & \text{if a participant chooses “Yes” to an EBA strategy} \\ 0 & \text{if a participant chooses “No” to an EBA strategy} \end{cases}$$

$$Y_{\text{wa}} = \begin{cases} 1 & \text{if a participant chooses “Yes” to a weighted additive strategy} \\ 0 & \text{if a participant chooses “No” to a weighted additive strategy} \end{cases}$$

Three regressions were run on each dependent variable separately. Shown in Table 1 are findings for the first regression with the lexicographic strategy as the dependent variable. Portrayed in Table 2 are results for the second regression with the EBA strategy as the dependent variable.

**Table 1: Summary of Findings with Lexicographic as the Dependent Variable (Y)**

<table>
<thead>
<tr>
<th>Independent Variables (X)</th>
<th>$\beta$ Value</th>
<th>Std. Dev.</th>
<th>T-Value</th>
<th>P-Value</th>
<th># Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>0.151</td>
<td>0.062</td>
<td>2.435483871</td>
<td>0.015081</td>
<td>2</td>
</tr>
<tr>
<td>Ethnocentrism</td>
<td>0.04</td>
<td>0.074</td>
<td>0.540540541</td>
<td>0.588969</td>
<td>2</td>
</tr>
<tr>
<td>Imitation</td>
<td>0.183</td>
<td>0.085</td>
<td>2.152941176</td>
<td>0.031610</td>
<td>2</td>
</tr>
<tr>
<td>Patience</td>
<td>0.088</td>
<td>0.137</td>
<td>0.642335766</td>
<td>0.520832</td>
<td>2</td>
</tr>
<tr>
<td>Emotion</td>
<td>0.229</td>
<td>0.123</td>
<td>1.861788618</td>
<td>0.062985</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 2: Summary of Findings with Elimination by Aspects as the Dependent Variable (Y)

<table>
<thead>
<tr>
<th>Independent Variables (X)</th>
<th>β Value</th>
<th>Std. Dev.</th>
<th>T-Value</th>
<th>P-Value</th>
<th>#Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>0.109</td>
<td>0.06</td>
<td>1.816666667</td>
<td>0.069628</td>
<td>2</td>
</tr>
<tr>
<td>Ethnocentrism</td>
<td>0.263</td>
<td>0.078</td>
<td>3.37194872</td>
<td>0.000781</td>
<td>2</td>
</tr>
<tr>
<td>Imitation</td>
<td>0.109</td>
<td>0.065</td>
<td>1.676923077</td>
<td>0.093933</td>
<td>2</td>
</tr>
<tr>
<td>Patience</td>
<td>0.131</td>
<td>0.332</td>
<td>0.394578313</td>
<td>0.693255</td>
<td>2</td>
</tr>
<tr>
<td>Emotion</td>
<td>0.14</td>
<td>0.067</td>
<td>2.089552239</td>
<td>0.036961</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: Summary of Findings with Weighted-Additive as the Dependent Variable (Y)

<table>
<thead>
<tr>
<th>Independent Variables (X)</th>
<th>β Value</th>
<th>Std. Dev.</th>
<th>T-Value</th>
<th>P-Value</th>
<th>#Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience</td>
<td>-0.368</td>
<td>0.067</td>
<td>5.492537313</td>
<td>5.26E-08</td>
<td>2</td>
</tr>
<tr>
<td>Ethnocentrism</td>
<td>0.182</td>
<td>0.132</td>
<td>1.378787879</td>
<td>0.168331</td>
<td>2</td>
</tr>
<tr>
<td>Imitation</td>
<td>-0.289</td>
<td>0.072</td>
<td>4.013888889</td>
<td>6.51E-05</td>
<td>2</td>
</tr>
<tr>
<td>Patience</td>
<td>0.777</td>
<td>0.13</td>
<td>5.976923077</td>
<td>3.37E-09</td>
<td>2</td>
</tr>
<tr>
<td>Emotion</td>
<td>1.373</td>
<td>0.15</td>
<td>7.627777778</td>
<td>6.53E-14</td>
<td>2</td>
</tr>
</tbody>
</table>

Findings
Hypothesis 1 asserted that Chinese and South Korean individuals with higher ethnocentrism would be less likely to adopt an EBA choice strategy. As shown in Tables 2, however, there is a significant positive relationship between ethnocentrism and adoption of an EBA choice strategy (β = .26, p < .001), indicating that those with higher ethnocentrism are more likely to adopt an EBA choice strategy. As a result, hypothesis 1 is rejected.

Hypothesis 2 proposed that Chinese and South Korean individuals with high emotional intensity would be more likely to adopt a lexicographic choice strategy. As shown in Table 1, there is a marginally significant positive relationship between emotion and adoption of lexicographic choice strategy (β = .23, p < .10). Therefore, hypothesis 2 was confirmed.

Hypothesis 3 averred that Chinese and South Korean individuals with more purchasing experience would be more likely to adopt a lexicographic choice strategy. There is a significant positive relationship between purchasing experience and the adoption of a lexicographic choice strategy (β = .15, p < .05; see Table 1). Thus, hypothesis 3 received support.

Hypothesis 4 argued that Chinese and South Korean individuals who are more likely to imitate others would be more likely to adopt a lexicographic choice strategy. As shown in Table 1, there is a significant positive relationship between imitation and adoption of a lexicographic choice strategy (β = .18, p < .05). As such, hypothesis 4 was supported.

Hypothesis 5 proffered that Chinese and South Korean individuals who are more patient would be more likely to adopt a weighted-additive choice strategy. As shown in Table 3, there is a significant positive relationship between patience and the adoption of a weighted additive choice strategy (β = .78, p < .001). Thus, hypothesis 5 was confirmed.

Discussion
Study results revealed that, except for hypothesis 1, all other hypotheses were supported. Save for the positive relationship found between ethnocentrism and adoption of an EBA choice strategy (a negative association was posited), significant relationships between cultural factors and adoption of lexicographic
and weighted-additive strategies were revealed. Specifically, Chinese and South Korean customers were more likely to adopt a lexicographic choice strategy when purchasing a mobile phone when they had greater emotional intensity, purchasing experience, and propensity to imitate others. Also, Chinese and South Korean customers were more likely to opt for a weighted-additive choice strategy when they were more patient in making their purchase decisions.

This research also shows that contrary to hypothesis 1, people with higher ethnocentrism are more likely to adopt an EBA choice strategy (they were posited as being less likely to do so). Conceivably, people with higher ethnocentrism may be more likely to use country of origin as one of the aspects in an EBA choice strategy. Thus, those who are more likely to eliminate product options by using country of origin might also have an increased proclivity to adopt other criteria to narrow their choices.

**Theoretical Implications**

The present research adds to retailing literature by providing enhanced understanding of factors that influence Chinese and South Korean customers’ purchase decision process in a mobile phone market. Specifically, how various cultural and individual factors—ethnocentrism, emotion, purchasing experience, imitation, and patience—affect customers’ adoption of lexicographic, EBA, and weighted-additive strategies to purchase mobile phones were explored. Previously, there was a relative paucity of research on how these factors influence Chinese and South Korean customers’ choice strategies. So, this study partially fills this lacuna. This investigation also provides researchers with a basis for understanding cultural and individuals factors that could influence South Korean and Chinese customers’ purchase of other electronic products.

This research also offers theoretical contributions to the choice strategies literature by identifying the impact of cultural and individual factors on customer choice strategies in a mobile phone purchasing context. Although prior research has identified that such factors affect customer choice strategies (Zhang, 2004), no published research was found that specifically investigated their impact on customer choice strategies in a mobile phone purchasing context. As such, by examining the effect of cultural and individual factors on three popularly used choice strategies—lexicographic, EBA, and weighted-additive—in East Asia, the current work undertook exploration of a research issue meriting attention.

**Managerial Implications**

Managerially, understanding customers’ choice strategies is critical for multi-national companies expanding into China and South Korea. Such knowledge can assist these companies in developing and implementing strategies to meet customers’ needs. For instance, acknowledging that customers with certain characteristics (e.g., high in imitation) are more likely to adopt certain choice strategies (e.g., lexicographic) when purchasing cell phones, MNCs can design specific products with attributes that are more likely to be selected by using these choice strategies. In this way, this research should help MNCs create products that might well have an enhanced likelihood of being selected in Chinese and South Korean markets.

**Limitations and Future Research**

Despite its theoretical and managerial implications, this research has limitations that should potentially provide opportunities for future research. One major limitation is that solely lexicographic, EBA, and weighted-additive choice strategies were reconnoitered. Other strategies that customers often adopt, such as conjunctive strategy (Bettman, 1979), should be considered in future work. Since conjunctive strategy imposes a cut-off value for every attribute and then comparing each product
against the set of imposed cut-off values (Jedidi & Kohli, 2005; Yee et al., 2007), investigating whether this strategy is adopted more often than other non-compensatory strategies by customers would be interesting. Moreover, subsequent empirical efforts might examine factors that affect Chinese and South Korean customers’ adoption of these alternative other strategies.

A second limitation is that data were collected only in China and South Korea. Therefore, findings may not be readily generalizable to other East Asian countries, such as Japan and Mongolia. Research has shown that other East Asian cultures (e.g., Japan), are different in their cultural values from cultures studied in this research (e.g., Singh et al., 2005). Thus, future research might examine customers’ adoption of choice strategies across all East Asian countries.

A third limitation of this research is that although each East Asian country is somewhat different in its cultural values, our results may not account for such differences. As such, factors that are important in Chinese and South Korean cultures may not be as important as factors that affect customers’ adoption of choice strategies in other East Asian nations. Future research could examine the foregoing issue.
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CUSTOMERS’ OPINION AND RECEPTION OF INNOVATION IN RETAIL MARKET IN CROATIA

Ivan Kovač, Marko Babić and Robert Bajkovec

Abstract:
Driven by innovation and concentration processes, large retailers in Croatia apply many innovations in order to improve and maintain their competitive advantage. Application of innovation in retailing is oriented towards satisfaction of consumers’ needs and towards improving consumers’ loyalty. This paper gives insights into the concept and appearance of innovations in Croatian retailing market together with the perception of consumers towards applied innovation in retailing market. The focus of the paper is put to the innovations in Croatian retailing market. Then the primary research results are discussed based on analysis of survey results on retail customers using innovation in their everyday life.
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INTRODUCTION
Retailing is a business that enables the firm high level of interaction with the customers it serves. Many authors in the field of retailing suggest that retailers need to innovate in order to be able to meet the growing demands of their customers and to be successful on their current market. Moreover, customers’ attitudes and behaviors both influence and are influenced by actions of competing retailers, which means that retailing innovation depends on its degree of suitability to consumers.

Over the three decades, modern retailing has become increasingly global and the retail market environment in numerous countries worldwide was influenced by global forces. Furthermore, the influence of these globalization forces is evident in various aspects of retailing, for example in the retailing supply chain, processes, formats, product assortment, customer experience, information technology, new media, handling of payment, order fulfillment and finally branding (Verhoet, Reinartz and Krafft, 2010). Moreover, in globalized economy, retail becomes increasingly important economic sector and among the most progressing ones since this industry continues to grow despite the global economic crisis (Balasescu, 2013).

In order to improve or to maintain their competitive advantage, retailers apply many innovations which tend to improve overall shopping experience of their consumers. For instance: scanning systems, self checkout systems, customer loyalty program based on intensive use of modern marketing intelligence systems, customer experience management systems, various web and mobile commerce applications etc (Burke, 2010.). Mobile
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technology should be considered as one of the most attractive ones in the process of developing innovations. Consequently, process of buying is being enhanced by retailers who introduce, for instance, smartphones and mobile applications as shopping tools (Knežević et al., 2015.). Speaking in general, radical innovation culture has substantial influence on trade development. In relation to that, retailers should take into account innovation culture development indicators before making decisions on suppliers. Radical product innovation and more precisely better customer relations can surely be guaranteed by strong innovation culture (Baković et al., 2014.).

All this enables implementation of new ways of selling products, ordering, paying, searching information and leaving comments on special web pages where other potential customers can read it and make a decision of buying products and services.

Customers use innovations for various motives and reasons, but mostly because of raising the efficiency of their purchase and life. Although consumers are increasingly sophisticated in their technological interactions, they may avoid certain innovations if uncomfortable, even when benefits are obvious (Meuter et al., 2005). Therefore, the goal of this paper is to explain how customers perceive applied innovations in retailing industry in Croatia.

Firstly, we are going to discuss maturity of Croatian retailing market, then we will give an overview on retailing innovation and finally, we will discuss the results of survey on attitudes of retail customers in Croatia.

**DISCUSSION ON MATURITY OF CROATIAN RETAILING MARKET**

To begin with, customer based challenges refer to differences in the characteristics of customers in different types of markets and the ability of retailers to address the current and latent needs of customers, better than offerings that already exist. Therefore, many retailers have noticed the importance of involving customers in developing innovations. In other words, many companies have recognized that getting customers engaged in innovation processes is a crucial step (Verhoet, Reinartz and Krafft, 2010). Secondly, industry based challenges refer to innovation challenges and opportunities related to differences in the nature of competition, technology and suppliers in mature, emerging and less developed markets (W.Reinartz et al., 2011). The industry context, particularly the intensity of competition in a market and supply chain management, has been identified as a major driver of success versus failure in innovation management (Ganesan et al., 2009). Last but not least challenges and opportunities are legal and regulatory based, and they refer to differences in governance and regulations in the different markets. They include stability and volatility of political and legal system and research and development performance. To sum up, these three environmental forces drive retailers' efforts to provide better services and products to their customers in different types of markets through innovations.

In order to understand the appearance and concept of innovations in different types of markets and above all in Croatia, there have been explored and described some basic characteristics on mature, emerging and less developed markets that represent fields where retailing innovations can grow and develop.
Table 1: Special characteristics of Croatian retailing market compared to global retailing markets

<table>
<thead>
<tr>
<th>Different types of markets</th>
<th>MATURE MARKETS</th>
<th>EMERGING MARKETS</th>
<th>LESS DEVELOPED MARKETS</th>
<th>CROATIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLACES</td>
<td>Western Europe, North America, parts of Asia</td>
<td>Asia, Central and South America, Eastern Europe, BRIC countries</td>
<td>Africa, some parts of Asia and south America</td>
<td>Croatia</td>
</tr>
<tr>
<td>CHARACTERISTICS</td>
<td>Basic needs of consumers are met (Lusch et al, 2007). High purchasing power of consumers.</td>
<td>Absence of well-developed and functioning retailing distribution network, mass media, transportation and storage infrastructure. Rapid economic growth, industrialization, urbanization, informationization</td>
<td>Specific local conditions. Many customers do not have bank accounts. Low income levels. Lack of sophisticated legal or financial system. On the base of the pyramid markets.</td>
<td>Unemployment, low salaries. High rate of debt on balance of paying, dominant import. Most of exports through services especially during the tourism season (invisible export). „Brain drain“. Internationalization. Concentration. Lack of investments.</td>
</tr>
<tr>
<td>Retailing innovation</td>
<td>Replace goods, services and experiences that are currently being consumed with innovative ones as a path of growth. Fulfill the higher-order needs of consumers. Create superior value through innovations that go beyond satisfying basic needs. Customization, co-creation, interaction, individualization, entertaining experience, unique products.</td>
<td>Increase number of distributors in rural areas by helping people to start their own small stores. Micro-entrepreneurs. Offer products in small package size to fit on crowded shelves.</td>
<td>Mobile phone based money transfer system can be solution for paying problems. Design product and supply chain management strategies.</td>
<td>Consumers in Croatia are well informed about and exposed to goods and services from mature markets, while still conforming to certain traditional habits, attitudes and structures. Electronic commerce. CRM. Professional and well educated employees. Energy-saving technology.</td>
</tr>
<tr>
<td>GOALS</td>
<td>Build competitive differentiation advantage. Transform available data into decision-relevant information. Developing new data analysis.</td>
<td>Emerging market is the largest market – attract many consumers by providing products and services with global characteristics that are adapted to specific local places.</td>
<td>Consolidation of existing large number of very small, locationally separated retailers.</td>
<td>Mix of three market goals. Information, globalization, consolidation.</td>
</tr>
</tbody>
</table>

Source: adapted according to W. Reinartz et al., 2011.

Table 1 provides information about characteristics in different markets, challenges and goals that retailers are supposed to win in order to survive in turbulent and dynamic market environment. It is quite obvious that there are huge differences in conditions especially between mature and less developed markets, which are the results of differences in level of income, life standards, infrastructure, political and economic stability, history, technology, habits and behavior of local people and many other factors. Historically, according to Immelt, Govindarajan and Timble, (2009), retail firms have innovated in their home country and then rolled out these innovations in other countries. In broader context of innovation literature, this has spurred debate and discussions on trickle-down versus trickle-up innovation (trickle-up or reverse innovations refer to successful innovations developed in emerging markets by multinational enterprises being subsequently launched in mature markets in which they compete). Everything seems to suggest that Croatian retailing market together
with similar types of markets were influenced for many years by the appropriate innovations that were already existed in mature developed markets. Therefore, the most basic needs of consumer are being more than adequately met and retailers in Croatia are oriented towards fulfillment of the higher-level of consumers’ needs. That means that the retailers have to invent ways how to sell products to customers and bring added value to them.

On the other hand, the evidence that Croatian market is still not in the mature stage is its unemployment combined with a growth in retail prices and costs of living. All that combined produces low purchasing power that affects Croatian consumers, who are highly price sensitive. This situation leads to the further expansion of mass retailers due to their low prices and tendency to innovate in order to reduce costs.

In last ten years, the competition on the domestic retail market has been heated up with foreign retailers entering the market and changing the rules of survival on market with innovations and meeting the needs of customers. The process is called internationalization and had a great impact on the overall Croatian retailing market. Moreover, in the structural meaning, the market is in the process of intensive retail concentration, as well as a further increase in the share of expansive retail facilities which leads to increased dynamics of innovation (Balasescu, 2013.).

Structural changes in certain market have been influenced by the process of concentration. Good example could be found within retail market structure where large sales area has replaced small shops. Croatian market has followed example of the rest of Europe where hypermarket has grown much faster as a retail format in comparison with other retail formats (Knežević et al., 2014.).

A THEORETICAL INSIGHT INTO CONSUMERS’ PERCEPTION ON RETAIL INNOVATION

There are two main reasons why retailers are introducing innovations in their business: (1) to improve the experience of costumers or usefulness of purchasing and (2) to reduce costs of operation. Retailers are improving the customer experience by taking all kind of actions which enhance customer perception of the value of product or service. These are the actions related to the interaction of buyers with sellers, but also images of the entire company. Nowadays it’s the most important to be present on social media to help consumers to be better informed about any changes going on with their retailer. That way the retailers can easily and quickly find out the needs and desires of its customers and fulfill them in the way they expect. By using the latest communication technology and various applications created to make a special connection with consumers, retailers have an easier access to their target customers. The increase of the number of targeted customer’s results with the increase in the sales of retailer’s assortment which leads to higher profits, as the most important objective of the implementation of innovation in retailing business.

Customer perception towards innovation in retailing market is influenced by their technological readiness. (Parasuraman, A., 2000) The willingness of the consumer to accept technological novelties which will help to achieve goals in their life is called the technological readiness of consumers. When consumers use the new technology they are not passive recipients of innovations. They look for new innovations, they want to experiment with them, evaluate them, to develop feelings about them, and gain experience through the application and dialogue with other consumers. Factors that influence the rate of diffusion of innovation are customer experience and
perceived value of innovations. Innovations characteristics have a major impact on the rate of adoption of innovations among consumers. Parasuraman (2000) attempted to define what affects the customer to use a self-service technology and found certain characteristics that influence the adoption of new technologies. He defined the technological readiness as a tendency for people to adopt and use new technologies. This leads to the conclusion that the higher technological readiness of people allows retailers to easier implement innovation in their business systems, giving consumers greater satisfaction when using these new technologies. In the study (Kaushik, A.K., Rahman, Z., 2015) of self-service retail technology adoption they conclude that retail firms need to formulate effective strategies to reduce consumer’s resistance to adopt them. Nonetheless, consumer resistance to change is not limited only to the pre-adoption stage. They might become resistant to a new innovation even after initial adoption. Resistance might manifest during the consumption stage which follows the adoption stage. Customers might neglect the innovation when they limit their use to specific occasions. Moreover, they can abandon innovation or make a distance from it by avoiding its usage. To counter these practices, retailers have to establish a connection through a user-friendly interface between customers and innovation, encouraging customers to thoroughly learn the operations, strengths and weaknesses of the new innovations.

The consumers’ perception of the value of an innovation is influenced by the user’s perception of how unique the innovation is positioned in relation to close substitutes. Meaning, that if there is an innovation of an improved model of mobile phone having some additional features, such an innovation would not be perceived by the user as generating greater additional value, as the value of the phone’s basic functionality have already been met. Therefore, such an innovation would be considered to have a weak position in the consumers’ mindset. Advertising helps to strengthen the perception of the product while trials give the first-hand opportunity to sense and feel the product and thus change its perception (Sikdar, A., Vel, P., 2010).

According to innovation diffusion theory, the interest of customers in the novelties of markets depends on novelty seeking. Novelty seeking refers to customer values related to experimentalism and customer interest in trying new things and facing new stimulating challenges (Rogers, E.M., 1995). Based on this statement we can conclude that there are two types of consumers, those that are innovative and those who are conservative. Innovators are defined as those who adopt an innovation earliest. Those consumers who purchase early and do so purely on their own initiative are the true innovators in any market, and it is they who often determine an innovation’s future. Other early buyers, who adopt having benefited from the advice or experience of these innovators, do deliver benefits to the provider, but clearly cannot be expected to enter the market until the independent innovators have. They are responsible for generating word-of-mouth and setting an example for more conservative later buyers. Attracting a large share of their customers is vital to gaining large market share, and a product or service needs to appeal to heavy users such as innovators to be successful in the long run (McDonald, H., et al. 2007). Conversely, when establishing a relationship with conservative customers, companies should better focus on highlighting the traditional features of their brands and products. For example, price or quality: scholars have demonstrated that conservative customers are risk-averse and prefer basing their decisions on traditional, stable, secure and widely accepted economic metrics (Pérez, A., et al. 2015). The safest strategy is to target both innovators and
early adopters, but to make sure that innovators are targeted first and, perhaps, most intensively. This should be done in a manner that encourages them to engage in a dialogue with the organization and other potential consumers (McDonald, H., et al. 2007).

In the (Pereira, R.E., 2002) study of an adopter-centered approach to understanding adoption of innovations, author gave us his model of steps that every innovation adopter has to pass in order to fully understand and use the innovation. His model is called the sensemaking model, and it describes the evolution of the adopter’s mental framework. Sensemaking is defined as the cyclical process of taking action, extracting information from stimuli resulting from that action, and incorporating information and stimuli from that action into the mental framework that guide further action. It starts with the knowledge stage where an individual is exposed to an innovation and gains some understanding of how it functions. This exposure may have happened by chance, or may be the result of an effort to seed out the innovation once the individual had identified a need for it. The second stage is the persuasion stage. In that stage a favorable or unfavorable attitude towards the innovation is developed. Formation of this attitude is dependent upon the opinions of peers and their experiences. In the third stage, the individual engages in the activity that leads to a choice to adopt or reject an innovation. The sensemaking model suggests that the individual has been engaging in adoption-related or rejection-related activities all along, and will continue to do so once the decision is made. In the implementation stage the adopter puts the innovation into use. During the implementation, the adopter will extract and incorporate many more cues from his experience with the innovation. In the last stage or the confirmation stage the individual seeks reinforcement of his adoption or rejection decision. Having performed a decision-related action and possibly implementation to retrospectively assess what he has done and what he should do next, including the possibility of reversing the previous adoption/rejection decision.

DISCUSSION OF THE PRIMARY RESEARCH RESULTS

Sample and Methodology
The primary survey was conducted on a sample of 304 consumers of different ages, gender and education. Table 1 shows the sample structure. The study included 54.3 percent of female and 45.7 percent of male persons. Most respondents, 60.9 percent completed high school, 32.9 percent of respondents have some degree of a college education while only 6.3 percent of respondents have had primary education. The majority of respondents, or 34.5 percent, were less than 30 years old, customers between 30 and 40 years were interviewed with 17.8 percent of respondents, customers between 40 and 50 years with 18.8 percent of respondents, customers between 50 and 60 years with 17.4 percent of respondents and customers over 60 years with 11.5 percent of respondents.
Table 1: Sample characteristics (N=304)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Options</th>
<th>Relative frequencies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>male</td>
<td>54.3</td>
</tr>
<tr>
<td></td>
<td>female</td>
<td>47.7</td>
</tr>
<tr>
<td>completed level of</td>
<td>primary education</td>
<td>6.3</td>
</tr>
<tr>
<td>education</td>
<td>high school</td>
<td>60.9</td>
</tr>
<tr>
<td></td>
<td>college education (or higher)</td>
<td>32.9</td>
</tr>
<tr>
<td>age</td>
<td>less than 30 years old</td>
<td>34.5</td>
</tr>
<tr>
<td></td>
<td>between 30 and 40 years</td>
<td>17.8</td>
</tr>
<tr>
<td></td>
<td>between 40 and 50 years</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td>between 50 and 60 years</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>years more than 60 years</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Source: own work

A questionnaire of 17 questions divided into 3 groups was developed and used in this research. The first group of questions examined the demographic situation of the respondents. With the questions about age, education, income and gender, we collected the data that helped us with solving hypothesis. The second group of questions examined the willingness of consumers to use new technology, ranging between strongly agree and strongly disagree. In the third group of questions consumers responded about which innovations they use and what are their reasons for using or not using innovation. With the answers to these questions, we found out what is the level of awareness of consumers about the use of retail innovation.

Consumers in developed countries are faced with the problem of lack of time, parking spaces or delivery of goods ordered over the Internet on time. In less developed countries, the problem is in the lack of adequate transportation as the reason for losing time. Ultimately innovations are a less expensive and time consuming manner way to meet the requirements of customers (Reinartz, W. et al., 2011). According to a survey (Meuter, M.L., et al. 2005) of reasons for accepting and using SST (self-service technology), the results show that the main reason for using SST are cash and time savings, compared to traditional cash registers. Adoption of innovation often requires a change in consumer habits and forces them to develop new habits. On the other hand, the consumers create a natural resistance to innovation, which is the normal consumer response. According to a survey (Laukkanen, T. et al. 2007) on the adoption of mobile banking, older customers feel more fear towards an adoption of innovation than younger ones.

Based on the above mentioned literature, in this paper we will focus on 3 hypotheses:

H1: Croatian consumers recognize most of the innovations in retail market.
H2: Consumers use retail innovations in order to save time and money.
H3: Consumers avoid using innovations due to their complexity and the risks of use.

Discussion of the Results

The first hypothesis we will try to prove through a table and graph on recognizing innovations in the Croatian retail market. Table 2 shows 10 innovations, which can be found on the domestic retail market. Out of these ten innovations respondents could choose all the innovations they know that exist in our market.
Table 2: Consumer recognition of innovations in the Croatian retail market

<table>
<thead>
<tr>
<th>Innovation</th>
<th>Number of respondents</th>
<th>Relative frequency %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private Labels - Trademarks (such as: K-Plus, S-budget)</td>
<td>274</td>
<td>90</td>
</tr>
<tr>
<td>Discounts for seniors or students on certain days or certain goods</td>
<td>249</td>
<td>82</td>
</tr>
<tr>
<td>Website retailers (on-line catalogs and coupons)</td>
<td>244</td>
<td>80</td>
</tr>
<tr>
<td>Ecologically produced goods</td>
<td>212</td>
<td>70</td>
</tr>
<tr>
<td>On-line shops</td>
<td>187</td>
<td>62</td>
</tr>
<tr>
<td>Biodegradable bags</td>
<td>181</td>
<td>60</td>
</tr>
<tr>
<td>Self-service cash registers</td>
<td>179</td>
<td>59</td>
</tr>
<tr>
<td>Mobile banking (payment by mobile phone M-zaba, M-PBZ)</td>
<td>157</td>
<td>52</td>
</tr>
<tr>
<td>Cards for contactless payment (Inspire card)</td>
<td>154</td>
<td>51</td>
</tr>
<tr>
<td>Ordering via Facebook</td>
<td>148</td>
<td>49</td>
</tr>
<tr>
<td>Not recognizing any innovation</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: own work

According to the distribution of subjects more than half of consumers recognize all these retail innovation except ordering via Facebook where as many as 156 (51%) of respondents did not recognize the innovation. Out of all the offered innovations, most respondents said they recognize the innovation of private label (trademark) with more than 90%. After trademarks, with almost 82 percent are following discounts for seniors and students for specific goods or days. The third most recognized innovations, with 80.3 percent, are retailer’s websites. On the opposite side of the table are innovations that are at least recognized: retailing via Facebook page, followed by contactless cards with 50.7 percent, SST-s with 58.9 percent, biodegradable bags with 59.5 and online shops with 61.5 percent. These results are consistent with previous research (Hristov, L., et al., 2015) of the reasons for managers to innovate, where they state that the radical transformation in the form of high-tech innovations occur much less frequently in relation to continuous and incremental growth of technologically simple innovations. The reason is that retailers prefer to adapt to the circumstances and characteristics of the market, as well as the needs of customers with simpler and easier technological solutions.

Out of 304 respondents, only 1 percent, or 2 respondents stated that out of ten mentioned innovations they don’t recognize any innovation. It carries a conclusion that retailers in Croatia are doing a good job in promoting its competitive advantages, and that almost any investment in innovation or product supply is certainly worth it. Such results confirm the hypothesis (H1).

It is in the nature of human to be sociable, which means that they try to spend more time with their family and friends, and the way to save the lost time is through the use of innovation in retail. Table 3 presents reasons for consumer’s use of innovations.
Table 3: Reasons for using the innovative retail technologies in Croatian retail

<table>
<thead>
<tr>
<th>The reason for the use of innovative technology in retail</th>
<th>Number of respondents</th>
<th>Relative frequency%</th>
</tr>
</thead>
<tbody>
<tr>
<td>The process of shopping is easier and quicker</td>
<td>199</td>
<td>65</td>
</tr>
<tr>
<td>It makes me more efficient in buying and life</td>
<td>119</td>
<td>39</td>
</tr>
<tr>
<td>Their use reduces the cost of purchase</td>
<td>99</td>
<td>33</td>
</tr>
<tr>
<td>Using the latest technology is fun.</td>
<td>40</td>
<td>13</td>
</tr>
<tr>
<td>I like to use new technology.</td>
<td>32</td>
<td>11</td>
</tr>
<tr>
<td>No answer</td>
<td>27</td>
<td>9</td>
</tr>
</tbody>
</table>

Source: own work

Results in the Table 3 show that 65 percent of respondents believe retail innovation are saving time while 39 percent believe that innovation makes them more effective in shopping and life. Results show that the first and main reason for the use of new technologies is saving valuable time. As the third most important reason for using innovation, with 33 percent, is that their use reduces costs for the purchase, which is a direct indicator of the importance of price for Croatian consumer. From all this we can conclude that the hypothesis (H3) is valid.

The third hypothesis (H3) claims that consumers avoid the use of innovation due to their complexity and the risks of use. In the past, new technology in retail was predominantly functioning in an automation capacity such as speeding up routine tasks and communications. The technologies used by today’s retailers, such as electronic data interchange (EDI), POS cash register, inventory management systems, customer relationship management, data mining, Internet sales, RFID technology and the like, have changed the role of customers and put on them more responsibilities and obligations. While automation is still important for buyers, information functions are used to strategize new ways to use information to increase profits and customer service and have become a necessity in doing business for buyers (Fiorito, S.S., et al. 2010). Today’s customers have to be technologically informed in order to use all the innovations that their retailers use. To prove our hypotheses that fear as a result of the use of risk is an important factor in the acceptance of innovative retail technologies, we cross tabulated results out two questions by which we have established the state of consumers mind in the Croatian retail market (see Table 3).

Table 3: Cross tabulation frequencies

<table>
<thead>
<tr>
<th></th>
<th>I still prefer the traditional way of shopping in stores</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I strongly agree</td>
<td>I partially agree</td>
</tr>
<tr>
<td>I felt the fear of using new technology</td>
<td>I strongly agree</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>I partially agree</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>I strongly disagree</td>
<td>20</td>
</tr>
<tr>
<td>Total</td>
<td>133</td>
<td>114</td>
</tr>
</tbody>
</table>

Source: own work
In advance, we applied Chi-Square test to prove that fear of technology influences the preference on innovation usage (see Table 4). Given that the probability of the chi-square test was $p=0.00$ the second hypothesis may be accepted, saying perceived risk of using the retail innovation is an important predisposition for the acceptance of new technologies.

There are two reasons why consumers feel unease, and those are: security and privacy. Security refers to the fear of financial loss and privacy is related to the ethical treatment of the customer’s personal information (Laukkanen, T., et al., 2007). Consumers in Croatia are obviously aware of the risks of doing business with the use of the Internet and the new technology, but it seems that they do not know how to protect themselves against such risks. This situation in the minds of Croatian consumers confirms (H3).

### CONCLUSION

In the last decades retail business is characterized by internationalization and concentration which intensified competition in retail market. New technology provides a wide spread of opportunities for retailers to explore new modern and better organized retailing trading in order to gain more customers. Croatian retailing market together with similar types of markets were influenced for many years by the innovations that already existed in mature developed markets.

In primary research we have proved that consumers in Croatia recognize innovation in the retail market. In addition, presented results show that the main reason for the use of new technologies is saving valuable consumers’ time while lower cost of the purchase is the third most important reason for using retail innovation. And, finally, the research confirmed that the fear of risk and complexity of using new technologies is a significant obstacle to consumers’ innovation usage. Therefore, in the future, retailers should focus on education of consumers in order to decrease their fear of technology.
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UNDERSTANDING CONSUMERS’ BEHAVIOUR TOWARDS ONLINE SHOPPING:  
A STUDY OF ONLINE SHOPPERS IN ANAMBRA STATE

I.C Nwaizugbo and Ifeanyichukwu C.D

Abstract:  
This study centers on Consumers’ Behaviour towards Online Shopping in Anambra state. Online shopping is still a new and emerging area of business management and information technology. Presently, increasing number of Nigerians are shopping online, but it is not clear what drives them to shop in this way, thus, the major problem of this study. The objective sought to examine the relationship between perceived outcome, shopping orientations, shopping motivations, normative beliefs, and past experience on online shopping. 323 online shoppers in Anambra State were selected conveniently as respondents to elicit the required information using structured questionnaire. Multiple Regression was used to test the hypotheses. Result revealed that normative beliefs, and past experience has significant effect on online shopping while perceived outcome, shopping orientations and shopping motivations was seen to have no significant effect. The researcher recommended that e-stores should offer superior values to shoppers. Also, strategies should be put in place to further increase access to the internet and draw investments into the telecommunications industry to not only fuel the success of e-commerce but also to boost the Nigerian economy.

Keywords : Online shopping, consumer Behaviour, Perceived Outcome, Shopping Orientation, Shopping Motivation, normative beliefs, past experience.

Introduction
It has been more than a decade since business-to-consumer electronic commerce (e-commerce) first evolved. Even today, electronic commerce remains a relatively new emerging and constantly changing area of business management and information technology. E-commerce involves all financial and informational electronically mediated exchanges between an organization and its external stakeholders. It also involves sharing business information, maintaining business relationships and conducting business transactions by means of telecommunication network. Recently, electronic commerce has been redefined by the dynamics of the internet and traditional e-commerce rapidly moving to the internet. E-commerce is said to be an essential characteristics of the internet era and an irreplaceable marketing channel in business transactions (Chen, 2009).

The internet is an open World Wide communication network linking countless number of computer networks throughout the world. Also, it has developed into a vast global market place for the exchange of goods and services. In many developed countries, the internet has been adopted as an important
medium, offering a wide assortment of products with 24 hour availability and wide area coverage. An increasing number of firms and organizations are exploiting and creating business opportunities on the internet. With the advent of the internet, the term e-commerce began to include: electronic trading of physical goods, and intangibles such as information and all the steps involved in trade such as online marketing, ordering, payment and support for delivery, the electronic provision of services such as after sales support and online legal advice (Liang and Lai, 2000). The wide range of business activities related to e-commerce brought about a range of new terms and phrases to describe the internet phenomenon. These include i-commerce (internet commerce), e-retailing, virtual stores, cyber stores, e-shop, e-store etc. Today, the internet has captivated the attention of retail marketers. The internet as a retail outlet is moving from its infancy used by only a few to a market with significant potential.

Nigeria is the fastest growing telecommunication country in Africa (Ayo, Adewoye, and Oni, 2007). The growth of a number of internet users from year 2000 to 2010 is sporadic as it recorded 21.891.1% growth rate! According to the Internet Live Stats (2010), there were 200,000 internet users in Nigeria in year 2000. This number is however less than 1% of the national population (precise 0.1%). In year 2006, the number has grown to 5,000,000 (again just 3.1% of the national population). This figure doubled in 2008 with 10 million people having access to the internet. In 2009, the figure went above double as 23,982,000 million people used the internet in Nigeria. By June 2010; the number of internet users has grown to 43,982,200 that is, 29.5% of the country’s population. The increasing users of internet in Nigeria from 0.1% in 2000 to 29.5% of its population in June 2010, revealed that the use of the internet in the country is growing at a sporadic rate and still has the potential to grow higher (Ayo, Adewoye and Oni, 2011).

Online shopping is becoming quite popular in Nigeria, due to its relative convenience and the reasonable prices of goods and services available online. In 2012, expenditures in online stores increased from $50 billion in 2010 to $378 billion (Philips Consulting, 2014). The growth of the online shopping sector is directly linked to internet penetration and the number of internet users has also grown globally and in Nigeria too. Online shopping offers various benefits for the retailer- expanded geographical reach, lower cost and complete range of product. Nevertheless, challenges like low internet penetration rate in Nigeria as when compared to other developing/developed countries, security concerns associated with financial and personal data etc. still abound. Online shopping is basically a process of buying and selling of goods and services on World Wide Web (Forsythe and Shi, 2003). Internet shopping is fast growing in Nigeria and major online shopping mall includes Jumia.com, Konga.com, Taafoo.com, Slothlimited.com, Kaymu etc. This study will also consider free classified advert sites like OLX.com.ng, price comparison sites like pricecheck.com.ng, coupon selling sites like dealdey.com as online stores. Online shopping behaviour (also called online buying behaviour) refers to the process of purchasing products or services via the internet (Liang and Lai, 2000) and Online shopping attitude refers to consumers’ psychological state in terms of making purchases on the internet (Li and Zhang, 2002). Consumer behaviour as regards shopping online describes the processes involved when individuals or groups select, purchase, use or dispose products, services, ideas or experience to satisfy needs and wants (Solomon, 2010). This process is similar to the traditional shopping behaviour. This study therefore seeks to know consumers’ behaviour towards online shopping in Anambra State.
UNDERSTANDING CONSUMERS’ BEHAVIOUR TOWARDS ONLINE SHOPPING:

Theoretical and Empirical Literature Review

Online Shopping
This is a component of shopping but involves buying and selling on World Wide Web. Online shopping is basically a process of selling and buying of goods and services on World Wide Web. Internet shopping has become the fastest growing as regards use of the internet and most online consumers use information gathered online to make purchases off-line (Dave, Chadwick, Johnston & Mayer, 2006). Online shopping evokes buying products and services from a bricks-and mortar retailer or shopping centre and the process is called business-to-consumer (B2C) online shopping. Geissler and Zinkhan (1998) claimed that the internet shifted the balance of power in favour of consumer as it became very easy for them to make shopping comparison and evaluate alternatives without being pressured by sales people. The internet makes life simple and innovation. People are doing business online and trade has become more easy and fast due to this. Internet provides new ways to promote business. Website becomes the essence of online business as to show their services and products. Internet gathers all competitors and consumers in one place. It brings new lane to promote, advertise products and services in market. However, despite these advantages, disadvantages still abound. Consumers develop low trust and perceive elevated risk of due to lack of face-to-face communication (Xiao and Benbasat, 2007). Online consumers are always seeking new products, new attractiveness and the most important thing being price compatibility with their budget. The internet is the best way to save time and money though purchasing online within their range of budget at home or anywhere.

Consumers’ Behaviour Towards Online Shopping

Perceived Outcome
Perceived outcome refers to the perception of possible outcomes (positive or negative) of certain behaviour (Limayem, 2000). It can also be considered as a cognitive behavioural belief similar to the subjective probability that the behaviour will produce a given outcome (Ajzen, 1991). The risks associated with online shopping includes security risks, credit card risks, privacy risks etc. Online shopping brings benefits to consumers in terms of convenience, time saving, searchability and product information. Perceived outcome in online shopping refers to both potential benefits of a shopping and risks associated with online shopping (Zhou, Dai and Zhang, 2007).

H1: There is a significant relationship between perceived outcome and online shopping.

Shopping Orientation
Shopping orientation was seen to have a significant impact on online shopping (Donthu and Garcia, 1999; Korgaonkar and Wolin, 1999; Li and Russel, 1999). As a shopping behaviour measure, shopping orientations are intended to capture the motivations of shoppers and the desired experiences and goals they seek when completing their shopping activities (Stone, 1954). Shopping orientations have been seen to be a reliable predictor of consumer patronage behaviour in retail formats such as catalog and mall shopping. Therefore it is expected that the study of shopping orientations can help retailers identify and understand those consumers who prefer to shop online and the reasons why.

Stone (1954) proposed the idea that shoppers can be classified based on their approach to shopping activities. He identified four types of shoppers-economic, personality, ethical and apathetic. Economic shoppers would attempt to maximize their returns by carefully evaluating price, quality and value. This type of shopper spends a considerable amount of time collecting information about the alternatives before making a purchase decision.
The personalizing shoppers build close relationship with the store personnel and make purchases close to home. For shoppers under this category, shopping at stores where they interact with salespeople and clerks on a personal level is important.

Ethical shoppers shop at stores in their immediate environment/neighbourhood with the objective of keeping the money within the community in order to perceive and build his community. He feels obligated to patronize local stores.

Apathetic shopper disdains shopping and would try and find ways to minimize the effect involved in completing a shopping activity.

In addition to the above orientations, other classifications for shoppers have been suggested. Bellenger and Korganonkar (1980) identified a socializing shopper as someone who views shopping as a social activity.

H2: Shopping orientation will have a significant effect on online shopping.

**Shopping Motivations**

In Technology Acceptance Model (TAM), the pre-assumed usefulness of an information system is to enhance job performance (Davis 1986). This emphasizes the pure utilitarian motivation for using a system. Shopping motivation answers the question “why do people shop?” (Tauber, 1972). Motivation is the driving force within individuals that force them into action (Schiffman and Kanuk, 2010). Gaining useful insights into shopping the reasons (motives) that make people go shopping (Ratneshwar, David and Cynthia, 2000) Shopping motivations includes:

Consumer shopping value is seen as the relationship between product and service quality and the price paid for the product (May, 1989). Michon and Chebat (2004) define shopping value as the aggregate gains that online shoppers obtain from a shopping trip and the degree of satisfaction with that experience. Zeithmal (1988) defines value as “what I get for what I give”.

Hedonic Shopping Value poises that peoples motives for shopping are a function of many variables, some of which are unrelated to the actual buying of products (Tauber, 1972). This means that an understanding of shopping motives require the consideration of satisfaction which shopping activities provide, as well as the utility obtained from the merchandise that may be purchased. Hedonic shopping predictors refers to aspects of consumer behaviours that relate to multisensory, fantasy and emotive aspects of consumption (Hirschman and Holbrook, 1982). This is to say, “people buy to shop and not shop to buy” (Babin, Darden and Graffin, 1994). Hedonic shoppers are intrinsically motivated towards shopping (Teller, Reutterer and Schnedlitz, 2008). For this group of shoppers, seeing, hearing, smelling and touching various products provide sensual enjoyment (Underhill, 1999).

Utilitarian shopping value approximates the classical economic model of consumer behaviour and depicts the buyer as a problem solver, rational and task-oriented (Babin, Dardin and Griffin, 1994). Utilitarian shoppers are extrinsically motivated and look for shopping experience and convenience that make their life more enjoyable and easier (Kin, 2002). For this group of shoppers, shopping is a work.

H3: Shopping motivation will have a significant effect on online shopping.

**Normative Beliefs**

Normative beliefs are individuals beliefs about the extent to which other people who are important to them think they should or should not perform particular behaviours. Subjective norm or a predictor of intention to behave which in turn is a predictor of actual behaviour (Ajzen, 1991). Normative belief, according to Tsai (2009) reflects the pressure perceived by individuals to perform or not to perform a behaviour in relation to those persons or
organizations important to them. Emphasis on social pressure becomes relevant when it comes to customers doing something for the first time or something that is not in their specialty. Subjective norms capture the consumers perceptions of the influence of significant others (family, peers, authority figures and media). It is related to intention because people often act based on their perception of what others think they should be doing (Khan and Chavan, 2015).

H₄: Normative Belief will have a significant relationship on online shopping.

Past Experience
The influence of past experience on consumers behaviour towards online shopping is an issue which has drawn much attention. Past research has found that online shopper with more internet related experience perceive less financial risk than those with less online experience (Miyazaki and Fernandez, 2001). Studies have found that previous experience via a given shopping channel is negatively related to perceived risks associated with future purchase in that online shopping context, consumers who had positive experiences with online shopping, perceived more benefits and are willing to continue shopping online while those with negative experience tend to neglect and speak ill of online stores. Ranganathan and Jha (2007) found that past online purchasing experience has a strong correlation with intention to purchase online. Knowing how past experience of buyers could affect purchasing behaviour is important for the developer of e-commerce application.

Past experience with online shopping is found to correlate positively with consumers likelihood to shop online. The more experienced consumers are with past online transaction experiences, the higher their purchases amounts and the more likely they are to be repeat purchasers and the lower likelihood of them aborting intended online transaction (Cho, 2014). These findings are supported by the extended technology Acceptance model which suggests that increased user experience has positive effect on users attitudes towards technology and the mastering of that technology (Venkatesh and Morris, 2000). Good experiences with returning items leads to repeat customers and recommendations for the retailer, while the bad experiences highlight hassles and the extra cost required.

H₅: Past experience will have a significant effect on online shopping.

Figure 1: Proposed Research Model
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Source: Researchers’ own conceptualization

Methodology
The research design adopted in this study is survey. The population of this study comprises online shoppers in Anambra State. Thus, the population of this study is unknown (infinite) since the researcher cannot ascertain the
number of online shoppers in Anambra State. This study employed convenience sampling technique. This study made use of both primary and secondary data. Structured questionnaire was the major instrument for data collection. A total of 323 copies of questionnaire were distributed out of which 311 copies were returned as correctly filled and usable. The data collected was analyzed using descriptive and inferential statistics. Multiple regression was used to test for the significance of five hypotheses generated for the study.

Data presentation and Discussion of Findings
Table 1: Respondents Demographic Characteristics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Frequency</th>
<th>Valid Percentage</th>
<th>Cumulative Percentage</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>135</td>
<td>43.4</td>
<td>43.4</td>
<td>1.57</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>176</td>
<td>56.6</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>311</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>18 - 30 years</td>
<td>261</td>
<td>83.9</td>
<td>83.9</td>
<td>1.16</td>
<td>0.368</td>
</tr>
<tr>
<td></td>
<td>30 - 40 years</td>
<td>50</td>
<td>16.1</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>311</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational Qualification</td>
<td>FSLC</td>
<td>2</td>
<td>0.6</td>
<td>0.6</td>
<td>3.29</td>
<td>1.026</td>
</tr>
<tr>
<td></td>
<td>WAEC</td>
<td>94</td>
<td>30.2</td>
<td>30.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OND/NCE</td>
<td>57</td>
<td>18.3</td>
<td>49.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B.Sc</td>
<td>127</td>
<td>40.8</td>
<td>90.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Postgraduate</td>
<td>31</td>
<td>10.0</td>
<td>100.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>311</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital Status</td>
<td>Single</td>
<td>255</td>
<td>82.0</td>
<td>82.0</td>
<td>1.18</td>
<td>0.385</td>
</tr>
<tr>
<td></td>
<td>Married</td>
<td>56</td>
<td>18.0</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>311</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Primary data, 2015

Table 1 above shows that majority of the respondents are female with a frequency of 176 (56.6%) while male constituted a frequency of 135 (43.4%) with a mean and standard deviation of 1.57 and 0.496 respectively. 83.9% of the respondents were between the ages of 18-30 years totaling 83.9% while the remaining 50 respondents (16.1%) fall between the ages of 30-40 years. The mean and standard deviation of the ages are 1.16 and 0.368 respectively. 0.6% of the respondents were holders of FSLC, 30.2% were WAEC holders, OND/NCE holders were 18.3%, B.Sc holders were 40.8% while the Postgraduate holders were 10.0%. The mean and standard deviation of the educational qualifications of the respondents are 3.29 and 1.026 respectively. A large number of the respondents (255) with a percentage of 82.0% are single while 56 respondents (18.0%) are married. The mean and standard deviation of the responses are 1.18 and 0.385 respectively.

Table 2: Responses for how often Respondents shop online and the major internet store used.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Frequency</th>
<th>Percent</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often do you shop</td>
<td>Frequently</td>
<td>122</td>
<td>39.2</td>
<td>1.75</td>
<td>0.684</td>
</tr>
<tr>
<td>online</td>
<td>Very often</td>
<td>43</td>
<td>13.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less often</td>
<td>146</td>
<td>46.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
UNDERSTANDING CONSUMERS’ BEHAVIOUR TOWARDS ONLINE SHOPPING:

Which of these e-stores have you used

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>311</th>
<th>100</th>
<th>2.19</th>
<th>1.086</th>
</tr>
</thead>
<tbody>
<tr>
<td>Konga</td>
<td>80</td>
<td>25.7</td>
<td>14.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jumia</td>
<td>150</td>
<td>48.2</td>
<td>6.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLX</td>
<td>44</td>
<td>14.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price Check</td>
<td>16</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others:</td>
<td>21</td>
<td>6.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dressrite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaymu etc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>311</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Primary data, 2015

Table 2 above shows that 122 (39.2%) of the respondents shop online frequently. 43 (13.81%) shop online very often and 146 (46.9%) shop online less often. The mean and standard deviation of these scores are 1.75 and 0.684 respectively. Also, 80 (25.7%) of the respondents shop on Konga, 150 (48.2%) shop on Jumia, 44 (14.1%) shop on OLX, 16 (5.1%) visit Price Check and only 21 (6.8%) shop on other sites like Dressrite, Kaymu etc.

Table 3 below shows the Beta coefficients which gives the contribution of each independent variable to the model while t-values and p-values revealed the effect of the variable and the critical ratio and the p-values respectively.

From Table 3 below, Perceived Outcome (.225>0.05), we therefore reject the hypothesis and conclude that there is no significant relationship between perceived outcome and online shopping. Shopping Orientation (.020>0.05), we reject the hypothesis and conclude that there is no significant relationship between shopping orientation and online shopping. Shopping motivation (.757>0.05), we also reject the hypothesis and conclude that there is no significant relationship between shopping motivation and online shopping. Normative belief (.000<0.05), we accept the hypothesis and conclude that there is a significant relationship between normative belief and online shopping. Past Experience (.000<0.05), we also accept the hypothesis and conclude that a significant relationship exist between past experience and online shopping.

**Table 3: Coefficients**

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized coefficients</th>
<th>Standardized Coefficients</th>
<th>T</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>1 (Constant)</td>
<td>4.094</td>
<td>.420</td>
<td></td>
<td>.9759</td>
</tr>
<tr>
<td>Perceived outcome</td>
<td>-.085</td>
<td>.070</td>
<td>-.065</td>
<td>-1.215</td>
</tr>
<tr>
<td>Shopping orientation</td>
<td>.117</td>
<td>.050</td>
<td>.128</td>
<td>2.330</td>
</tr>
<tr>
<td>Shopping motivation</td>
<td>.016</td>
<td>.053</td>
<td>.018</td>
<td>.310</td>
</tr>
<tr>
<td>Normative belief</td>
<td>.211</td>
<td>.057</td>
<td>.218</td>
<td>3.689</td>
</tr>
<tr>
<td>Past experience</td>
<td>-.386</td>
<td>.070</td>
<td>-.314</td>
<td>-5.521</td>
</tr>
</tbody>
</table>

Source: SPSS version 20. Dependent Variable: Online shopping

**Conclusions and Implications**

Shopping Orientations and Shopping Motivations has no significant relationship with online shopping. This means that online shoppers are not moved by fun and excitement. Also, normative belief has a significant relationship with online shopping. Online shoppers listen to the opinion of their friends, family and relatives and most times shop online to belong to the group of their friends who do so. Past experience also has a significant relationship with online shopping. Consumers
who continue shopping online have tried it once and enjoyed the process entirely. Thus, they continue. Perceived outcome was seen not to have any relationship with online shopping. Online consumers/shoppers in Anambra are not interested in the potential benefits and risks involved in online shopping.

The following recommendations are therefore made. Internet stores also should improve their e-WOM (i.e e-Word of mouth). This is because online shoppers more often listen to their family, friends and relations before shopping online. Online shoppers first/past experience with the e-stores to a large extent determine if they will continue with the act of internet shopping or switch to the conventional brick-and-mortar shopping. Therefore, e-stores should make this experience worthwhile for the online shoppers to ensure repeat e-purchase. Nevertheless, since online shoppers in Anambra state do not consider the benefits and risks involved in online shopping before going into it then e-stores should place less emphasis on the perceived benefits to be derived from online/shopping. More so, e-stores should enlighten Anambra online shoppers on possible benefits to be derived from shopping online like convenience, time saving and so on. This can also serve as an added benefit. Strategies must be put in place to further increase access to the internet and draw investments into the telecommunications industry to not only fuel the success of e-commerce but also to boost the Nigerian economy. Online stores must be persistent in their efforts to create effective and relevant advertising campaigns about online shopping that appeal to Anambra populace and Nigerians at a whole. E-stores should seek new ways of delivering superior value to online shoppers. Furthermore, this study is limited to the effect of consumer behavior on online shopping. Its effect on other internet activities like web browsing, emailing etc was not included. Further studies can incorporate internet activities as a whole so as to make it more elaborate. Finally, care must be taken in adopting the findings of this study. Further studies should include more variables of consumer behavior to see its effect on online shopping or internet activities as a whole.
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THE SUSTAINABLE DEVELOPMENT GOALS AND BUSINESS

Peter Jones, David Hillier and Daphne Comfort

Abstract:
The Sustainable Development Goals (SDGs) agreed at a United Nations General Assembly in 2015 embrace an ambitious and wide-ranging set of global environmental, social and economic issues designed to effect a transition to a more sustainable future. The United Nations called on all governments to pursue these ambitious goals but also acknowledged the important role of the business community in addressing the SDG’s. This paper offers a preliminary review of the efforts being made to encourage businesses, and more specifically the consumer goods industry, to address the SDGs and offers some wider reflections on the challenges business face in engaging with the SDGs.

Introduction

The Sustainable Development Goals (SDGs), agreed at a United Nations General Assembly in September 2015, were described as ‘a plan of action for people, planet and prosperity’ (United Nations 2015a). These goals are ambitious and embrace a wide range of environmental, social and economic issues including climate change, energy, water stewardship, marine conservation, biodiversity, poverty, food security, sustainable production and consumption, gender equality and economic growth. The United Nations called on all governments to develop national strategies to pursue the SDGs but also acknowledged ‘the role of the diverse private sector ranging from micro-enterprises to cooperatives to multinationals’ in addressing these goals. In reviewing future business engagement with the SDGs PricewaterhouseCoopers (2015) argued that when governments sign up to the SDGs ‘they will look to society and business in particular for help to achieve them’, that the SDGs ‘will herald a major change for business’ and that ‘business will need to assess its impact on the SDGs and review its strategy accordingly.’ That said the Institute for Human Rights and Business (2015) suggested that ‘the SDGs seem to have quietly re-imagined a new model of business, relapsed as an agent of development, harnessed and channelled by governments and set to work on alleviating poverty and fostering sustainable economic growth for all.’ Further the Institute for Human Rights and Business (2015) argued that ‘business is not an adjunct of aid’ and that ‘economic activity cannot easily be directed to where the need is greatest’ but rather ‘it prospers when provided with the right conditions and the right opportunities.’ With this in mind this paper offers a preliminary review of international efforts being made to encourage businesses, and more specifically the consumer goods industry, to address the SDGs and offers some wider reflections on business engagement with the SDGs.

Sustainable Development Goals

The SDGs have been described as demonstrating ‘the scale and ambition’ of the United Nations ‘2030 Agenda for Sustainable Development’ which is designed to ‘shift the
world on to a sustainable and resilient path’ (United Nations 2015a). There are 17 SDGs, and 169 associated targets, in ‘a genuinely comprehensive vision of the future’ in which ‘little is left unaddressed’ from ‘the wellbeing of every individual to the health of the planet, from infrastructure to institutions, from governance to green energy, peaceful societies to productive employment’ (Institute of Human Rights and Business 2015). The ratification of the SDGs is the latest in the line of global sustainable development initiatives which can be traced back to the declaration designed ‘to inspire and guide the peoples of the world in the preservation and enhancement of the human environment’ (United Nations Environment Programme 1972) following the United Nations Conference on the Human Environment held in Stockholm in 1971. More recently the SDGs are seen to build on the United Nation’s Millennium Development Goals (MDGs) established in 2001. The MDGs were described as having ‘produced the most successful anti-poverty movement in history’ (United Nations 2015b) but other assessments of the achievements of the MDGs have been more balanced. While Fehling et. al. (2013), for example, acknowledged that ‘remarkable progress has been made’ they argued that ‘progress across all MDGs has been limited and uneven across countries.’ At the same time the involvement of the business community in the MDGs was limited with PricewaterhouseCoopers (2015) commenting ‘business, for the most part, didn’t focus on the MDGs because they were aimed at developing countries.’

There are some 17 SDG’s (See Table 1) with each one having a number of associated targets. The targets for 2030 for Goal 1, namely to end poverty in all its forms everywhere include eradicating extreme poverty, measured as people living on $1.25 per day, ensuring that all men and women and particularly the poor and vulnerable have equal rights to economic resources, access to basic services and ownership and control over land and property; and building the resilience of the poor and vulnerable to reduce their exposure to climate change related extreme events. For Goal 6, namely to ensure availability and sustainable management of water and sanitation for all the 2030 targets include achieving universal and equitable access to safe and affordable drinking water for all: protecting and restoring water related ecosystems; and improving water quality by reducing pollution, eliminating dumping and minimising the release of hazardous chemicals. Targets for Goal 12, namely to ensure sustainable consumption and production patterns include achieving the sustainable management and efficient use of natural resources by 2030; halving per capital global food waste at the retail and consumer levels and reducing food losses along production and supply chains by 2030; and designing and implementing tools to monitor sustainable development impacts for sustainable tourism that creates jobs and promotes local culture and products.

Promoting the SDGs within the Business Community

THE SDGs are clearly wide ranging and ambitious and their successful promotion within the global business community seems likely to be a long and challenging journey. That said the Global Reporting Initiative (GRI), widely recognised as the leading global framework for sustainability reporting, along with the United Nations Global Compact (UNGC) and the World Business Council for Sustainable Development (wbcsd) have the ‘SGD Compass’ which offers a ‘guide for business action on the SDGs’ that is designed to ‘assist companies in maximizing their contribution to the SDGs’ (GRI/UNGC/wbcsd 2015). This guide includes ‘five steps’ (GRI/UNGC/wbcsd 2015) namely

- Understanding the business case
- Defining priorities
- Setting goals
While the guide has been developed principally for large multinational corporations it is also seen to provide a valuable resource for small and medium sized enterprises and to be applicable to all business sectors.

Integrating and Reporting and communicating

While the guide has been developed principally for large multinational corporations it is also seen to provide a valuable resource for small and medium sized enterprises and to be applicable to all business sectors.

In making the case for business engagement with the SDGs PricewaterhouseCoopers (2015) argued that ‘increasingly companies from all sectors are having to confront and adapt to a range of disruptive forces including globalisation, increased urbanisation, intense competition for raw materials and natural resources and a revolution in technology that is challenging the business models of many sectors while forcing all companies to be more accountable to, and transparent with, all their stakeholders.’ In introducing their ‘guide for business action on the SDGs’ the Global Reporting Initiative/United Nations Global Compact/World Business Council for Sustainable Development (2015) argued ‘as the SDGs form the global agenda for the development of our societies, they will allow leading companies to demonstrate how their business helps to advance sustainable development, both by minimizing negative impacts and maximizing positive impacts on people and the planet.’ Further PricewaterhouseCoopers (2015) emphasised its belief that ‘when global companies align with the SDGs they will have a clearer view on how their business helps or hinders a government to achieve its goals, and the opportunity to evidence and maintain their licence to operate’ and that such companies will ‘have a competitive advantage over those companies who don’t understand their contribution or use their knowledge to revise their strategies accordingly.’

More specifically (GRI/UNGC/wbcsd 2015) suggested that companies that look to employ the SDGs as a framework to shape and report their strategies will be able to realise a number of benefits namely

- Identifying future business opportunities
- Enhancing the value of corporate sustainability
- Strengthening stakeholder relations and keeping pace with policy developments
- Stabilising societies and markets and
- Using a common language and shared purpose

In identifying business opportunities, for example, the arguments are that sustainable development challenges are presenting market opportunities for companies to develop innovative energy efficient technologies, to reduce greenhouse gas emissions and waste and to meet the needs of largely untapped markets for health care, education, finance and communication products and services in less developed economies. By enhancing the value of corporate sustainability, and more specifically by integrating sustainability across the value chain, it is argued that companies can protect and create value for themselves by increasing sales, developing new markets, strengthening its brands, improving operational efficiency and enhancing employee loyalty and reducing staff turnover. It is also argued that companies that work to advance the SDGs will improve trust amongst their stakeholders, reduce regulatory and legal risks and build resilience to future cost increases and regulatory and legislative requirements.

The focus on defining priorities encourages companies to adopt a strategic approach in assessing their current and possible future impacts on the SDGs with the focus being on looking to enhance positive impacts and to reduce negative impacts. In making such an assessment companies are advised to map the SDGs against their value chain and to engage with both internal and external stakeholders and particularly to give due attention to future impacts on the environment and to disadvantaged and marginalized groups. The guide argued that mapping the high impact
areas will help a company to determine its priorities, to select appropriate business indicators to measure these impacts and to put the necessary data collection processes in place. The third step in the guide involves ‘setting specific measurable and time-bound sustainability goals’ (GRI/UNGC/wbcsd 2015) and here the accent is seen to be on the selection of key performance indicators to drive, monitor and communicate a company’s progress against its strategic goals. The guide also recommends that companies adopt high levels of ambition that will, in turn, ‘spur innovation and creativity’ (GRI/UNGC/wbcsd 2015). Companies are also advised to announce their commitment to the SDGs on the United Nations business website.

The fourth step emphasises the need for companies to integrate sustainability into their core business across the whole of the supply chain. This is seen to involve ownership of, and commitment to sustainability goals throughout the company and clear communication of how these sustainability goals are contributing to wider business goals. The guide stresses the importance of embedding sustainability across all functions, though it recognises that some functions will be more important than others, and it applauds those companies which have established cross-functional sustainability boards or task forces and the establishment of sustainability committees at board level. Finally the guide highlights the importance of transparent reporting and communication mechanisms and of corporate sustainability disclosure. The development of systems designed to integrate the management of sustainability into strategic decision making is seen to be essential as is the need to adopt internationally recognised sustainability reporting standards. Here the SDGs are seen to provide a common language for sustainability reporting both within and across companies.

The SDGs and the Food, Drinks and Consumer Goods Sector.

While the SDGs have potentially major implications for all sectors of the global economy in many ways the food, drinks and consumer goods sector is at the heart of the drive towards a more sustainable future and is undoubtedly in a position to drive sustainability goals. The Sustainability Consortium (2016), for example, recognised that while ‘consumer goods bring countless benefits to society, dramatically improving lifestyles around the world’ it also reported that consumer goods account for 60% of greenhouse gas emissions, 80% of water withdrawals, 20% of industrial water pollution and 75% of forced and child labour. At the same time ‘retailers have come to assume a pivotal role in responding to the sustainability requirements faced by consumer goods in general and more specifically by food and drinks products.’ Here retailers, as the active intermediaries between producers and consumers, can be seen to be in a powerful position to drive more sustainable production and consumption through their partnerships with suppliers and through their regular, often daily, contact with consumers.

The Consumer Goods Forum, a global network of over 400 retailers, manufacturers and service providers which provides a platform on a number of strategic issues including sustainability, has argued that its work is directly related to ten of the SDGs (namely Goals 1, 2, 3, 5, 6, 8, 12, 13, 15 and 17 as in Table 1). In addressing Goal 2, for example, the Consumer Goods Forum stressed its ‘commitment to making public company policies on nutrition and product formulation and industry-wide implementation of consistent product labelling and consumer information to help consumers to make informed choices and usages’ (The Consumer Goods Forum 2105). In reviewing taking urgent action to combat climate change and its impacts the Consumer Goods Forum drew attention to its ‘environmental
sustainability work’ and to ‘approved resolutions to begin phasing out HFCs from 2015, to achieve zero-net deforestation by 2010 and halve food waste by 2025, thus tackling three of the most material climate impacts facing the consumer goods industry globally.’ The Consumer Goods Forum also reported that its commitment to protect the planet focused on the sustainable sourcing of soya, palm oil, beef, paper and pulp. 

More specifically the UNGC and KPMG have published the ‘SGD Matrix’ for the food, beverage and consumer goods industry which ‘profiles some of the most significant opportunities, principles-based initiatives and collaborations for the Food, Beverage and Consumer Goods Industry’ (UNGC and KPMG). The matrix looks to group what it describes as ‘the biggest opportunities for shared value-i.e. where we see the coming together of market potential, societal demands and policy action’ as being grouped around four specific themes. Namely enterprise development; sustainable supply; healthy and sustainable living; and product innovation. In addressing enterprise development, for example, the aim is to promote inclusive development by increasing the participation of small and medium size business in developing economies which is seen to include providing training and best practice guides, connecting small businesses and entrepreneurs to capital and creating markets for local products through innovation and mobile technology. The theme of sustainable supply is focused on reducing climate change impacts through a range of initiatives including reductions in natural resource usage, increasing the use of renewable sources of energy, monitoring and reducing food waste and enhancing climate resilience across supply chains.

The Matrix addresses each of the 17 SDG goals. In examining Goal 2 namely ending hunger, achieving food security and improved nutrition and promoting sustainable agriculture, for example, a number of initiatives are outlined. Here the importance of companies collaborating with farmers, food processors and traders to increase productivity, storage, logistics and market efficiency is emphasised which it is claimed will ‘empower them to enter/remain in the company’s value chain by producing high quality, safe and nutritious foods at competitive prices’ (UNGC and KPMG 2016). Companies are also encouraged to ‘leverage the power of mobile networks to provide farmers with real time access to markets and mobile payments, particularly in areas that lack a formal banking structure’ (UNGC and KPMG 2016). Illustrative examples for a number of companies, including Diageo, Nestle, Heineken, Unilever and Starbucks, which are said to be ‘leading by example’ (UNGC and KPMG 2016). Here, for example, Nestlé’s 2014 commitment on land and land rights in agricultural supply chains and its adoption of the Food and Agriculture Organization’s voluntary guidelines on the responsible governance of tenure of land, fisheries and forests is seen to be crucial in helping the landless gain access to land.

In looking to ensure sustainable consumption and production patterns (Goal 12) the matrix identifies a number of opportunities for shared value. These opportunities include striving to phase out hydrofluorocarbons and derivative chemical refrigerants and replacing them with natural refrigerants; increasing energy efficiency across the value chain; reducing packaging and increasing the recycling of end products and by-products of the production process; and raising consumer awareness of the importance of sustainable consumption and practical steps that can promote sustainably. Here again a number of illustrative examples are cited in an attempt to demonstrate how companies are promoting sustainable consumption and production. It is reported, for example, that Heineken has set a number of targets to reduce carbon dioxide emissions across the value chain namely a 40% reduction in emissions in production, a 50% reduction in
emissions from fridges and a 29% reduction in emissions in distribution in Europe and the Americas. The Lego Group is reported to be exploring new ways of increasing the recycling of its packaging materials by targeting each stage in the supply chain.

Discussion

The SDG’s are undoubtedly an ambitious and a wide ranging agenda and their vision of a truly sustainable future faces a number of major challenges. In providing a briefing for UK Members of Parliament, for example, Lunn et. al. (2015) expressed concerns that the SDGs are not legally binding and thus ‘successful implementation therefore depends entirely on political commitment’, that implementation may fall well short of a truly transformational agenda and that the cost of the SDGs will considerably exceed the current global development and aid budget. At the same time Lunn et. al. (2015) also questioned the robustness of the monitoring, accountability and follow up mechanism, if there would be genuine ownership of the SDGs and arguably more critically if the chosen goals and targets are the correct ones. While the business community is being encouraged to contribute to the realisation of the SDGs a number of issues merit reflection and discussion.

While the headline call for greater business engagement with the SDGs can be seen as a rallying cry it masks underlying complexities and tensions. The Institute for Human Rights and Business (2015), for example, argued that the inclusion of businesses in global sustainable development is complex in that ‘it assumes companies of all different sizes and all different sectors will increasingly operate according to environmental, social and human rights standards...... it assumes business models will be reconfigured as necessary to ensure sustainability of products and services, sometimes at the expense of higher profits’ and ‘it assumes that the business community , in partnership with states and civil society, will channel a greater share of resources towards meeting SDG targets, through investment as well as philanthropy.’ Such massive hurdles aside where businesses look to develop a genuine sense of engagement with the SDGs they face major challenges in determining which of the 17 SDGs (and which of the 169 associated targets) they select and prioritise and how they integrate SDGs into their existing corporate sustainability strategies. The vast majority of large companies employ a range of stakeholder engagement processes to determine the material issues, namely the explicit identification and prioritization of the environmental, social and economic issues which underpin a company’s sustainability strategy. Within this selection and prioritisation process there is a generic issue concerning the nature of the relationship between company interests and stakeholder interests. Where a company, and more specifically its executive management team, is principally, and sometimes exclusively, responsible for identifying and determining material issues, such issues seem more likely to reflect strategic corporate goals rather than the SDG’s. Bannerjee (2008) argued that ‘despite their emancipatory rhetoric, discourses of corporate citizenship, social responsibility and sustainability are defined by narrow business interests and serve to curtail the interests of external stakeholders. As such the successful progressive adoption of the SDG’s may require a fundamental change in corporate culture but as Fernando (2003) argued ‘capitalism has shown remarkable creativity and power by appropriating the languages and practices of sustainable development.’ PricewaterhouseCoopers (2015), for example, suggested that self-interest may drive SGD selection and businesses may be ‘set to cherry pick the SDGs.’ In addressing the former PricewaterhouseCoopers (2015) argued that in the SDG selection process businesses will ‘see their greatest impact and opportunity in areas that will help drive their own business growth.’
Further PricewaterhouseCoopers (2015) argued that ‘when business profits from solving social problems, when it makes profit while benefitting society and business performance simultaneously, it creates solutions that are scalable’ and asks ‘should we question the motives of business if their activity and ingenuity works in the benefit of society.’ In addressing cherry picking the SDGs, PricewaterhouseCoopers (2015) argued that ‘It’s clear that business doesn’t intend to assess its impact across all the SDGs, its plan is to look at those relevant to their business or a sub set of these. It’s less about picking the easiest, most obvious or positive ones and more about picking the ones that are material to the business.’ These suggestions certainly strike a chord with the concept of creating shared value developed by Porter and Kramer (2011) defined as ‘policies and practices that enhance the competitiveness of a company while simultaneously addressing the economic and social conditions in the communities in which it operates’ but here again such an approach might be seen by some commentators to fall well short of the underlying ethos of the SDGs. Where individual companies identify and pursue a sustainability strategy that is integrated into the SDGs they will then also need to measure their achievements and to integrate their achievements into their sustainability reporting process. van Wensen et al. (2011) defined sustainability reporting as ‘the provision of environmental, social and governance information within documents such as annual reports and sustainability reports.’ The SDG Compass, for example, emphasised to companies that ‘It is important to report and communicate on your progress against the SDG’s continuously in order to understand and meet the needs of your stakeholders’ (GRI/UNGC/wbcsd 2015). In some ways sustainability reporting has become an ‘industry’ in itself and a number of private companies and voluntary organisations offer sustainability reporting services and frameworks. The United Nations Environment Programme (2013), for example, identified a number of ‘reporting frameworks and protocols, reporting systems, standards and guidelines’ but reported that the Global Reporting Initiative ‘has become the leading global framework for sustainability reporting’ and cited its comprehensive scope, its commitment to continuous improvement and its consensus approach as being important in contributing to its pre-eminence in the field. Originally founded in 1997 the Global Reporting Initiative reporting framework has progressively evolved from the original G1 Guidelines launched in 2000 to the current G4 Guidelines introduced in 2013. The external assurance of sustainability reports is seen to be of central importance within the new guidelines.

While many large companies currently claim that their sustainability reports follow GRI G4 guidelines their approach to independent external assurance is often limited and/or confined solely to carbon emissions data. While this is currently not a problem per se as sustainability reports are themselves voluntary and accompanying assurance statements are not subject to statutory regulation, the lack of comprehensive independent assurance can be seen to undermine the credibility and integrity of the sustainability reporting process. However for large companies capturing and aggregating data on a wide range of environmental, social and economic issues, across a wide range of business activities throughout the supply chain and in a variety of geographical locations and then providing access to allow external assurance is a challenging and potentially very costly venture. It is also one which many companies currently choose not to pursue. In looking to the future if companies are to publicly demonstrate and measure their commitment and contribution to the SDGs then the independent assurance of all the data included in sustainability reports would seem to be
essential. That said in providing guidance on ‘effective reporting and communication’ the ‘SDG Compass’ simply notes ‘companies can make use of competent and independent external assurance as a way to enhance the credibility and quality of their reports’ (GRI/UNGC/wbcsd 2015).

There are fundamental concerns about the underlying tensions between sustainability and economic growth and more pointedly about whether continuing economic growth is compatible with sustainable development. Some critics would suggest that continuing economic growth and consumption, dependent as it is, on the seemingly ever increasing depletion of the earth’s natural resources is fundamentally incompatible with sustainability. Higgins (2013, webpage), for example argued ‘the economic growth we know today is diametrically opposed to the sustainability of our planet.’ However In outlining its agenda for the SDGs the United Nations (2015a) argued ‘sustained, inclusive and sustainable economic growth is essential for prosperity’ but failed to define the term sustainable economic growth or to explicitly recognise the environmental impacts and consequences of continuing economic growth. In an arguably more measured approach the ‘SDG Compass’ argued that ‘companies will discover new growth opportunities’ whilst ensuring that ‘the global economy operates safely within the capacity of the planet to supply essential resources such as water, fertile soil, metals and minerals thereby sustaining the natural resources that companies depend on for production’ (GRI/UNGC/wbcsd 2015) but there is no treatment of if, and how, this complex equation might be resolved.

Innovation, particularly technological innovation, is widely seen to offer an important means of increasing production efficiency. The ‘SDG Compass’, for example, stressed the importance of harnessing ‘innovative technologies to increase energy efficiency, renewable energy, storage storage, green buildings, and sustainable transportation’ and of substituting ‘traditionally manufactured and processed products by ICT and other technological solutions that reduce emissions and waste’(GRI/UNGC/wbcsd 2015). However Huesemann (2003) argued that ‘improvements in technological eco-efficiency alone will be insufficient to bring about the transition to sustainability.’ More generally Schor (2005) argued that ‘the popularity of technological solutions is also attributable to the fact that they are apolitical and do not challenge the macrostructures of production and consumption’ and that ‘they fail to address increases in the scale of production and consumption, sometimes even arguing that such increases are unsustainable if enough natural-capital-saving technical change occurs.’

The concept of sustainable consumption, which Cohen (2005) has described as ‘the most obdurate challenge for the sustainable development agenda’ can be seen to provide a particularly daunting challenge for companies, and perhaps particularly for retailers, which want to engage with the SDGs. In addressing goal 12 namely to ‘ensure sustainable consumption and production patterns’ the United Nations Development Programme (2016) stressed the need to ‘urgently reduce our ecological footprint by changing the way we produce goods and services.’ That said within many developed economies there is little consumer appetite for sustainable consumption and here the European Commission’s (2012, p.9) recognition that ‘sustainable consumption is seen by some as a reversal of progress towards greater quality of life’ in that ‘it would involve a sacrifice of our current, tangible needs and desires in the name of an uncertain future’ resonates. This view is supported by Reisch et. al. (2008) who argued that although moving towards sustainable consumption is a major policy agenda, ‘growth of income and material
throughput by means of industrialization and mass consumerism remains the basic aim of western democracy.’ The ‘SDG Compass’ couched its guidance to companies on sustainable consumption and production in terms of shared value and stressed the overall importance of energy efficiency and waste reduction strategies, for example, rather than a more explicit and measurable focus on reducing corporate or individual ecological foot prints.

**Conclusion**

The SDGs offer an ambitious and wide ranging global vision for a sustainable future. While the transition to such a future demands commitments from governments and all sections of society as well as universal changes in mind-sets and behaviours, the United Nations has called on businesses to play a central role in achieving the SDG’s. Here the underlying aim is to connect business strategies to global priorities for people and the planet. If the business community is to play its part in the transition to a sustainable global future then it faces a wide range of fundamental challenges. How businesses address and respond to those challenges will ultimately surely determine the success or failure of the SDGs.

**Table 1: The Sustainable Development Goals**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>End poverty in all its forms everywhere</td>
</tr>
<tr>
<td>2</td>
<td>End hunger, achieve food security and improved nutrition and promote sustainable agriculture</td>
</tr>
<tr>
<td>3</td>
<td>Ensure healthy lives and promote well-being for all at all ages</td>
</tr>
<tr>
<td>4</td>
<td>Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all</td>
</tr>
<tr>
<td>5</td>
<td>Achieve gender equality and empower all women and girls</td>
</tr>
<tr>
<td>6</td>
<td>Ensure availability and sustainable management of water and sanitation for all</td>
</tr>
<tr>
<td>7</td>
<td>Ensure access to affordable, reliable, sustainable and modern energy for all</td>
</tr>
<tr>
<td>8</td>
<td>Promote sustained, inclusive and sustainable economic growth, full and productive employment and decent work for all</td>
</tr>
<tr>
<td>9</td>
<td>Build resilient infrastructure, promote inclusive and sustainable industrialization and foster innovation</td>
</tr>
<tr>
<td>10</td>
<td>Reduce inequality within and among countries</td>
</tr>
<tr>
<td>11</td>
<td>Make cities and human settlements inclusive, safe, resilient and sustainable</td>
</tr>
<tr>
<td>12</td>
<td>Ensure sustainable consumption and production patterns</td>
</tr>
<tr>
<td>13</td>
<td>Take urgent action to combat climate change and its impacts</td>
</tr>
<tr>
<td>14</td>
<td>Conserve and sustainably use the oceans, seas and marine resources for sustainable development</td>
</tr>
<tr>
<td>15</td>
<td>Protect, restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land degradation and halt biodiversity loss</td>
</tr>
<tr>
<td>16</td>
<td>Promote peaceful and inclusive societies for sustainable development, provide access to justice for all and build effective, accountable and inclusive institutions at all levels</td>
</tr>
<tr>
<td>17</td>
<td>Strengthen the means of implementation and revitalize the global partnership for sustainable development</td>
</tr>
</tbody>
</table>
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Abstract:
This study developed a theoretical structural model to examine the influence of motivational factor and perceived destination image in the perceived service quality and overall satisfaction of medical tourists who have travelled to a foreign country to obtain a medical treatment. The theory of motivation, perception was combined in this research. This study included customer perceptions based on motivational factor, destination image, quality, value, and satisfaction which occurred after the medical trips. This is a quantitative study and survey method is used to collect data. The instrument of this study is developed based on the review of previous literature. There were only 260 completed responses that met all the required criteria. After data collection was completed, the Statistical Package for Social Sciences (SPSS) and SPSS AMOS 22.0 will be used to analyze and interpret the result. The results show that there were positive impact of Destination Image and Motivational Factor on Perceived Value, and positive impact of Perceived Value on Overall Satisfaction. Once again, it can be confirmed that Destination Image has the strongest impact on Perceived Quality, illustrated by the highest standardized value of .473.

Key words: medical tourism, motivational factor, perceived destination image, perceived service quality

Introduction
Medical tourism as a niche has emerged from the rapid growth of what has become an industry, where people travel often long distances to overseas countries to obtain medical, dental and surgical care while simultaneously being holidaymakers, in a more conventional sense. Medical tourism is becoming an increasingly popular option for patients looking to access procedures (typically via out-of-pocket payment) that are seemingly unavailable to them in their home countries due to lack of affordability, lack of availability, and/or lengthy waiting lists, among other reasons (Ackerman, 2007). People wishing to access procedures such as cardiac, orthopedic, dental, and plastic surgeries are going to key destination countries known to provide care for international patients (Al-Hinai et.al, 2011). Medical tourism enables patients to quickly and conveniently receive medical services through travel, at lower prices and, oftentimes, at better quality than they could in their native countries. The reasons patients travel for treatment vary. For example, in Canada, people are frustrated by long waiting lines. In Great Britain, patients cannot wait for treatment by the National Health
Service; nor can they afford to see a physician in private practice. (Allemanet.al, 2011)

Medical tourism combines medicine with tourism, encouraging patients to seek medical services while traveling for relaxation and leisure and have emerged as one of the fastest growing areas of academic research interest in both tourism and health studies (Balaban and Marano, 2010; Crooks et al., 2010; Underwood and Makadon, 2010; Whittaker, 2008). Smith and Puczko (2009) argue that health tourism is composed of medical tourism and wellness tourism, meaning that medical tourism is a subset of health tourism. Borman (2004) and Jonathan (1994) define health tourism as attracting tourists with the unique attractions of the destination combined with facilities for healthcare services. Connell (2006) points out that a distinction must be made between health tourism and medical tourism, whereby medical tourism is the correct term to use in cases in which medical interventions are required. Medical tourism involves not only going overseas for medical treatment, but also the search for destinations that have the most technical proficiency and which provide it at the most competitive prices (Augé, 1995). The degree of synthesis between medical services and tourism is also significant, in that medical tourism’s fundamental characteristic is its combination of medical services and the tourism industry. As a result, the degree of synthesis between these two areas should be taken into consideration when defining medical tourism. However, some researchers in medical journals state that medical tourism includes only medical services, rather than tourism services (Bagheri, 2010). Within the health tourism arena, medical tourism is among the fastest growing sectors, and many countries are now making legal and practical plans to serve it reduced transportation costs, higher incomes, knowledge and technology transfer, and competitive prices all favor travel to distant countries for medical reasons. One of the fastest growing tourism markets in the world, medical tourism now generates US$60 billion in business annually worldwide (Bell et.al, 2011), and the number of countries offering state-of-the-art medical facilities and services to foreign tourists is on the increase. This international trade in medical services also has huge economic potential for the global economy (Bookman & Bookman, 2007), and medical tourism is emerging as a particularly lucrative sector for developing countries.

Many countries have seized the business opportunities that medical tourism offers. In 2005, for example, India, Malaysia, Singapore, and Thailand attracted more than two and a half million medical tourists (Brown, 2008). Colombia, Singapore, India, Thailand, Brunei, Cuba, Hong Kong, Hungary, Jordan, Lithuania, Malaysia, the Philippines, and the United Arab Emirates have emerged as major healthcare destinations, and Argentina, Bolivia, Brazil, Costa Rica, Mexico, and Turkey are also in the process of making themselves attractive such destinations, particularly in the area of cosmetic surgery (Buzinde, 2012). At present, Asia constitutes the most important medical tourism region. Horowitz and Rosenweig (2007) has summarized that major reasons for seeking medical tourism are (1) low cost, (2) avoid waiting lists, (3) procedure not available in home country, (4) tourism and vacations, (5) privacy and confidentiality. While people from less developed countries have often visited, and continue to visit, developed countries such as US and UK to avail of cutting-edge medical facilities and highly skilled physicians, this trend began to reverse in the 1990s and the term medical tourism came to refer to people from developed countries travelling to emerging economies with the intention of combining health care with holidaying. With the aging population demographic in developed countries that increases demand, and the shortage of trained doctors (Carrera and Bridges, 2006), leading to increasing health care costs results in an
unfulfilled demand for medical services, a gap occurs, one that several countries seek to fill. According to World Health Organization (WHO), in 2000, U.S. spent 13.2 percent of the GDP on its health care, by the 2007 this went up to 15.7 percent (WHO, 2010), and is estimated to be 19.3% by 2019. Asia, widely considered the region with the most potential in the world medical tourism market, generated $3.4 billion in revenue in 2007 through medical tourism. Asia’s revenues have increased annually by more than 20%, and are expected to total $4.4 billion by 2012. In 2003, approximately 350,000 patients from industrialized nations traveled to less developed countries for healthcare. It is projected that 750,000 Americans will go offshore for medical care in 2007. Medical tourism in Asia is currently generating US$ 1.3 billion in revenue and is expected to grow to US$ 4.4 billion by 2012. In today’s highly global competitive environment, a number of countries, such as Belarus, Latvia, Lithuania, Costa Rica, India, Malaysia, Singapore and Thailand, have responded to the opportunities offered by medical tourism to provide cross-border medical care for international visitors (Chee, 2010). In India Medical tourism is one of the fastest growing subsectors of its industries. Surgical procedures that can cost hundreds of thousands of dollars in the USA can be had at a fraction of the cost in India. The total healthcare market in India is expected to increase its contribution to GDP from 5.2 percent at present to 8.5 percent over the next ten years News from India Tourism Report (2010). Connell 2006 state that, India advertises itself as the global center of medical tourism by offering everything from alternative Ayurveda therapy to coronary bypasses and cosmetic surgery. Travel companies in India are also cooperating with hospitals to facilitate travel by arranging phone consultations with doctors to help foreign patients save time and money once they get to India. Thailand has the longest history; it became notable as a destination for medical tourism as early as the 1970s when the medical tourism profession began to specialize in sex change operations; later they moved to cosmetic surgery. Medical tourism in Thailand is now a prosperous industry. In 2007, as many as 1.4 million visitors arrived in Thailand seeking medical care; the Health Ministry expects the number of medical tourists to surpass two million by 2012 Report from Airline & Travel News (2009). To build brands in the healthcare industry, leading hospitals in Thailand have spent the last decade striving to be the biggest and best in the world. They have recruited not only experienced doctors but also embraced foreign management expertise. Singapore, whose global reputation as a medical tourism center has sought to compete with Thailand. Most of the private hospitals in Singapore are participating in the medical tourism program; some of these hospitals have gained international health accreditation from the Joint Commission International (JCI) of the USA. The government has made various efforts to promote healthcare services for the benefit of the medical tourism industry. Malaysia is getting a reputation as one of the preferred locations for medical tourists on account of its excellent and efficient medical staff, as well as advanced healthcare and wellness facilities (Cohen, 2008). Dubai has just built Healthcare City in an attempt to capture the Middle Eastern market and divert it from Asia; the country also plans to include a branch of Harvard Medical School within the Healthcare City, which will make it one of the most prestigious foreign healthcare facilities outside of the west. The main medical treatments offered by Dubai include cochlear implants, diabetes treatments, orthopedics, cardiology, cosmetic surgery and lung treatments Report from medicaltourism.com (2012). Several countries in Central and South America also developed strong reputations for cosmetic and plastic surgery, bariatric procedures and dental care.
The medical tourism issue has been taken into consideration during recent years in Iran. The special position of Iran’s geographical location, its history of medical science and existence of expert medical and paramedical workforce, low costs and high quality of its health services, all could increase the importance of medical tourism in economic and medical fields in this country. Considering that the researches on medical tourism issue are sparse in Iran and this subject has a high position of importance, analyzing its current situation could be useful for making decisions about identification and improvement the areas which are in a high priority, reinforcement of this industry’s potentials and finally, attracting more medical tourists. Nowadays, many Asian countries such as Iran, with a high potential for attracting medical tourism have sought to enter the market. Iran offers a wide range of state-of-the-art treatment, through an extensive network of highly-equipped hospitals, around 850 hospitals, and rehabilitation centers at reasonable costs. An analysis of the costs of the various procedures shows that treatment costs in Iran are much lower as compared to the developed countries. Iran is also very cost competitive as compared to its regional competitors, including Jordan, Turkey, UAE, Saudi Arabia, and Bahrain as well as southeast Asian countries such as Thailand, Singapore, Malaysia, Philippines, and India. The unique combination of experience, facilities and natural resources is the key to success of the Iranian health care system. Apart from these, Iran also enjoys a unique range of competent medical staff. Medical specialists and sub-specialists in the country are highly-qualified professionals and are supported by well-trained paramedics and sophisticated medical equipment. The nursing service in Iran is also highly qualified. Further, the Iranian health care system is constantly supported by extensive medical research. Iran has a unique combination of healthy and pleasant climate, wonderful scenery, magnificent historical and cultural monuments as well as cutting edge technology and sophisticated medical equipment. Before the advent of medical tourism, as we know it today, Iran was known as a destination for treatment of Muslims, attracting thousands of visitors from Persian Gulf countries. Today, medical tourism in Iran is an emerging cluster aiming to provide world-class medical facilities by public-private partnership. While historical data on medical tourism is limited, according to the government, in 2007, there were over 50,000 non-resident patients. Iran has been assembling the various factor inputs necessary for thriving medical tourism cluster. Such factors can be broadly classified as: (1) suitable infrastructure, (2) nice environment, people and culture, and (3) government’s key policy. In terms of human resources, Iran has highly competent medical practitioners. The country now has over 850 hospitals nationwide. Hospitals in Iran utilize modern technology. However, the use of modern medical technology, especially high-tech medical equipment, is centered primarily in big cities and private hospitals. Public hospitals do not get involved in medical tourism. In terms of international airports, further investments are needed to improve the quality of infrastructure. Iran has a healthy and pleasant climate, wonderful scenery, and unrivaled historical and cultural monuments. The country is rich in natural resources of spas and hot springs in different cities. This is complemented by internationally recognized warm hospitality of the Iranian people. However, there are some limitations, including: administrative “red tape” in issuing practicing licenses, very limited malpractice insurance and a lack of proficiency in English or other languages in the country. In 2012 Iran launched new plans to expand medical tourism in the region. The Health Tourism Iran hosted 200,000 health tourists in 2012, earning $1.5 billion, a figure more than double 2011. Last year, more than 4.5 million foreign tourists spent $9 billion in Iran and created jobs for 2.5 million
people directly or indirectly. Iran’s Cultural Heritage, Handicrafts and Tourism Organization (ICHHTO), has conducted studies that suggest the best targets are Iraq, Afghanistan, Persian Gulf states, Central Asian nations and Iranians residing abroad.

The results of analysis of 240 articles related to medical tourism context reveal that since, lot of research about factors (motivations) affecting patient destination choice has been conducted. These researches presented a sporadic classification of motivations. Furthermore, some researches focused on pull and push factor on destination choice behavior. (Grail Research, 2009; Ye et al. 2008; Hong et al. 2007; Ehrbeck, Guevara, & Mango, 2008; Marlowe & Sullivan, 2007; Conell, 2006; Deloitte, 2009; Forgione & Smith, 2007; Heung, Kucukusta, & Song, 2010; Ye et al. 2010; Leng, 2007; Howze, 2007; Garcia, 2005; Burkett, 2007; Kangas, 2007, Horowitz and Rosensweig, 2007; Gray and Poland, 2008; Lunt and Carrera, 2010; Balaban & Marano, 2010; Glinos et al. 2006; Conell, 2006; de Arellano, 2007; Turner, 2007; Hall, 2011; Dunn ,2007; Blesch, 2007; Palvia, 2007; Hudson, 2009; Bookman & Bookman, 2007; Steiner, 2010).

As above aforementioned, at the first, this research attempt to presenting a coherent classification of medical tourist motivations that divided those to three categories named: medical-orientation, tourism-orientation and religious-cultural orientation.

This study developed a theoretical structural model to examine the influence of motivational factor and perceived destination image in the perceived service quality and overall satisfaction of medical tourists who have travelled to a foreign country to obtain a medical treatment. The theory of motivation, perception was combined in this research. This study included customer perceptions based on motivational factor, destination image, quality, value, and satisfaction which occurred after the medical trips. The results show the appropriate measurement model form confirmatory factor analysis and structural model form structural equation modeling. In addition, causal linked between constructs presents some significant relationships among four constructs

Literature review, Conceptual framework and hypothesis

Medical tourism

Medical tourism is not a new concept. In ancient times people travelled to various spas, hot springs, and rivers seeking cures and/or rejuvenation. Moreover, Medical tourism burst onto the global scene in the days of classical Greece when Greek pilgrims used to travel from various places throughout the Mediterranean to a small territory in the Saronic Gulf called Epidauria (Connell, 2006). The globalization of health care has given rise to a new form of tourism that is commonly known as health tourism. Within the health tourism arena, medical tourism is among the fastest growing sectors, and many countries are now making legal and practical plans to serve it (Connell, 2008). More recently, people from developing countries have travelled to developed countries seeking more sophisticated medical treatment. However, the contemporary trend is now in the opposite direction as an increasing number of patients from developed countries travel to developing countries to receive medical treatment. The medical tourism industry has been estimated to be a $60 billion industry, and despite the global economic slowdown, is expected to grow at a rate of up to 35% in coming years. Furthermore, Medical tourism has been developing rapidly in many countries and regions such as India, Thailand, Singapore, and Taiwan. For example, in 2006, there were 410,000 medical tourists visiting Singapore, which generated around USD 900 million. Finally, The market for medical tourism is projected to explode from three quarter million travelers in 2007 to 23 million by 2017, at which time spending on medical tourism is expected to reach US$79.5 billion per year (Connell, 2011).
Bookman and Bookman (2007) identify three forms of medical tourism: invasive, diagnostic and lifestyle. Invasive treatments involve high-tech procedures performed by a specialist; diagnostic procedures encompass several types of tests such as blood screenings and electrocardiograms; and lifestyle includes wellness or recuperation treatments.

There is four mode model of medical tourism in USA.

Mode 1: Direct medical tourism. Consumers who use this mode are familiar with a foreign hospital and make their own arrangements for travel and medical treatment. This is the simplest and earliest mode of medical tourism.

Mode 2: Medical tourism arranged by medical tourism facilitators (MTFs). This mode represents consumers who use the services of agencies that specialize in locating suitable foreign hospitals and arranging treatment, transportation, and lodging during recuperation.

Mode 3: Medical tourism induced by US health plans or by US employers. As the availability of medical care in foreign hospitals has become more widely recognized and in an effort to contain cost, some employers and insurance companies have started to provide incentives for covered employees to seek medical care outside the USA. Similarly, some managed-care health plans have included foreign hospitals on their lists of approved providers as a way to reduce costs.

Mode 4: Medical tourism encouraged by US healthcare providers (DHP). This is an extension of the common practice of hospitals outsourcing medical services. At the time of writing, there are only a small number of anecdotal instances of this occurring, but as more US hospitals partner with foreign hospitals, as after care is gaining its well-deserved attention in medical tourism, and as consumers become more accustomed to these partnerships, this mode may grow in importance. Some US healthcare providers with international presence are already sharing their management protocols with FHPs (H&HN, 2004).

The idea of traveling around the world for medical treatment has captured the attention of much of the academic press (Balaban and Marano, 2010; Bookman and Bookman, 2007; Connell, 2006). Regarding medical tourism, various definitions has been proposed (see table 1).

Table 1. Definitions Regarding medical tourism

<table>
<thead>
<tr>
<th>Construct</th>
<th>definition</th>
<th>Source of definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical tourism</td>
<td>As a niche industry within the tourism domain, medical tourism is generally understood to occur when people travel often long distances to overseas countries to obtain medical, dental and surgical care while simultaneously being holidaymakers, in a more conventional sense.</td>
<td>Connell, 2006</td>
</tr>
<tr>
<td>Medical tourism</td>
<td>Medical tourism’ is commonly used to describe the practice of patients traveling outside of established cross-border care arrangements to access medical services abroad, which are typically paid for out-of-pocket.</td>
<td>Crooks, Kingsbury, Snyder, &amp; Johnston, 2010; Ramirez de Arellano, 2007</td>
</tr>
<tr>
<td>Medical tourism</td>
<td>In its broadest conceptualization, medical tourism refers to travel with the express purpose of obtaining health services abroad</td>
<td>Ramirez de Arellano, 2007</td>
</tr>
<tr>
<td>Medical tourism</td>
<td>From a destination perspective, medical tourism can be defined as the offshore provision of medical services, in combination with other conventional tourism products, by</td>
<td>Awadzi and Panda, 2005; Percivil and Bridges, 2006</td>
</tr>
</tbody>
</table>
Some Terms such as medical travel, medical tourism, and health tourism are generally employed to conceptualize the meaning of traveling to another place for health care. For example, a recent study conducted by Ehrbeck et al. (2008) strictly defined medical travelers as people whose primary purpose in traveling is medical treatment in a foreign country. This definition eliminates the following classes of people: ordinary tourists who suddenly become sick; wellness tourists who travel for massages or acupuncture; expatriates who seek care in their country of residence; and patients who travel in largely contiguous geographical areas to the closest available care. Furthermore, Medical tourism has emerged from the broader notion of
health tourism. Some researchers have considered health and medical tourism as a combined phenomenon but with different emphases. Carrera and Bridges 2006, identify health tourism as the organized travel outside one’s local environment for the maintenance, enhancement or restoration of an individual’s well-being in mind and body. It encompasses medical tourism which is delimited to organized travel outside one’s natural health care jurisdiction for the enhancement or restoration of the individual’s health through medical intervention. Past research (Cook, 2010) has defined health tourism as the promotion by a tourist destination of its health facilities and services. While Bookman and Bookman (2007) suggested that in recent usage medical and health tourism both refer to the sale of high-tech medical care to foreigners.

Medical tourism programs are products where excellent medical service is combined with tourism and provided to foreign visitors, earning foreign revenue and developing related industries in addition to those normally developed by travel for leisure (Cormany and Baloglu, 2011). There are numerous definitions of tourists. For example authors as Gonzales, Brenzel and Sancho (2001) for instance, define medical tourists as people traveling to another country specifically to consume healthcare services, without even making reference to touristic activities. However, it is accepted that tourists are travellers who have travelled and stayed away from their home environment for 24 hours or more, and hence, have often utilized some form of accommodation facility. Those travellers who do not meet this 24 hour criterion are generally referred to as ‘visitors’. For travellers that travel overseas for medical purposes, conceptually, they would meet the definition of a tourist. Since medical tourists are travelers whose main motivation for travel is for a specific purpose, medical tourists can be categorized as a group of special interest tourists, hence participating in a form of special interest tourism (Crooks et al, 2011). Medical tourism does not refer to care given when one happens to have a health emergency while abroad, as intent is key: the patient must actually intend to go elsewhere for care. Engaging in tourist activities, such as recovering in resorts in destination countries, is a common part of the medical tourism experience (Dalstrom, 2012). Moreover, People who become ill or injured while traveling abroad and require hospital care are not thought to be medical tourists, nor are expatriates accessing care in the countries or regions in which they live.

As mentioned before and For the purpose of this paper For the purpose of this paper medical tourism will be defined using the Medical Tourism Association’s definition: Medical Tourism is where people who live in one country travel to another country to receive medical, dental and surgical care while at the same time receiving equal to or greater care than they would have in their own country, and are traveling for medical care because of affordability, better access to care or a higher level of quality of care (Deloitte, 2009). With today’s technologies, such as the Internet, mobiles (Smartphones), iPads, the marketplace of medical tourism has become reachable for patients anywhere in the world. King (2009) describes the marketplace as a location where buyers and providers agree on a transaction to occur; medical tourism services can be reached by patients through alternative resources: through their own initiative and research on communication technologies (internet), or with the help of travel agencies which provide facilitators who select the most appropriate medical destinations. However, with today’s technology, patients can learn about thousands of medical facilities and opportunities around the world, allowing them to make comparisons and choices based on the most efficient medical
facilities that best suit their specific needs (Edelheit, 2008).

**Definitions of medical tourism**

Terms such as “medical travel,” “medical tourism,” “health tourism” and “patient mobility” are generally employed to conceptualize the meaning of traveling to another place for healthcare. For example, a recent study conducted by Ehrbeck et al. (2008) strictly defined medical travelers as people whose primary purpose in traveling is medical treatment in a foreign country. Past research (Ehrbeck et al, 2008) has defined health tourism as the promotion by a tourist destination of its health facilities and services. Laws (1996) asserted that health tourism means leisure away from home, with one of the purposes being to promote one’s state of health; similarly, Hall (2003, p. 274) defined health tourism as “a commercial phenomenon of industrial society which involves a person traveling overnight away from the normal home environment for the express benefit of maintaining or improving health.”

Medical tourism is not a new concept. In ancient times people travelled to various spas, hot springs, and rivers seeking cures and/or rejuvenation. More recently, people from developing countries have travelled to developed countries seeking more sophisticated medical treatment. However, the contemporary trend is now in the opposite direction as an increasing number of patients from developed countries travel to developing countries to receive medical treatment. Lee and Spisto (2007) have defined medical tourism in a simple context as a “travel activity that involves a medical procedure or activities that promote the well-being of the tourist”. The most appropriate definition for medical tourism, illustrated by Bookman and Bookman’s (2007, p. 1) study, claims that it is “an economic activity that entails trade in services and represents the splicing of at least two sectors: medicine and tourism”. Jagyasi (2008) has defined the two terms “tourism” and “medical” individually in order to establish a suitable definition for medical tourism. In this sense, medical tourism can be defined as a “set of activities in which a person travels often long distances or across the border, to avail medical services with direct or indirect engagement in leisure, business or other purposes” (Erbe, 2011). Regarding medical tourism, various definitions have been proposed. Hunter-Jones (2005) defined medical tourism as travel for recovery, instead of travel for direct treatment, while Bookman and Bookman (2007, p. 1) suggested that in recent usage medical and health tourism both refer to “the sale of high-tech medical care to foreigners.” Some scholars have argued that medical tourism is understood as “foreign travel for the purpose of seeking medical treatment” (Gill and Singh, 2011), with or without the consumption of tourism services. Additionally, Hall (2011) suggested that, as of late, medical tourism belongs within the overall context of health tourism. The medical tourism can be defined as “traveling to a destination in another country to receive medical, dental and surgical care because the destination enables better access to care, provides higher quality care or offers the same treatment at a more affordable price”.

**Medical tourism in Iran**

Iran seems to be an ideal destination for health tourism. Affordability is another key factor bringing patients to Iran. Patients can undergo treatment, recover and enjoy a holiday in Iran for much less than what it would cost them for treatment in other countries. The medical service in Iran is cheap while the healthcare establishments are well equipped and professional. Currently 30,000 foreign patients who are most from the neighbor countries come to Iran to receive medical treatments. Medical Tourism in Iran has been patronized by tourists looking for critical medical treatment as well as by people in need of cosmetic and preventative
care. (http://dreamofiran.com/dossiers/health-tourism-why-iran/). Thanks to its geographical position, the conditions in neighboring countries, economically reasonable prices and advanced medical facilities, Iran is gradually becoming a destination for Islamic and regional medical tourists. Hospitals in Iranian cities offer medical and health care services for foreign medical tourists, and for the Iranians who go to large cities from those parts of the country that lack such services. The existence of mineral fountains in many parts of the country, targets one market. Other markets include fertility treatment, stem cell treatment, dialysis, heart surgery, cosmetic surgery, and eye surgery. It also produces unique medicines such as the anti-AIDS drug IMOD, and other high-tech drugs. 30,000 medical tourists enter Iran annually, and economic surveys show that each medical tourist brings three times as much hard currency to the country than regular tourists. There are also some 200,000 health, wellness and spa tourists.

According to last statistics of statistical center of Iran about 120000 hospital bed and 4551 laboratories, 3042 rehabilitation center, 2293 radiology and imaging centers and 7601 pharmacy are providing health services in Iran. Medical tourism is not new phenomenon in the world as well as in Iran. In the past some people from neighbor countries especially from Arab countries of Persian Gulf came to Iran. In this area in the country, there are no exact statistics about medical tourists came to the country but some resources indicated about 17500 patients came to Iran in 2005. The most popular procedures which are demanded include: advanced treatments of cardiac treatments and surgeries, cosmetic surgeries, productivity treatments, organ transplant (CHN news). The main reasons of coming patient to Iran are: quality of health services and low cost of treatments and drugs in comparison with other countries of the region (Middle East and Middle Asia), access to advanced and new medical procedures, equipment and qualified professionals and medical staff, similarity of culture and language in some regions of Iran with neighboring counties such as Iraq, Azerbaijan and lack of some medical procedures, equipment, medical professionals and health infrastructures in those countries combined with natural attractions, ancient and historical buildings in famous cities of Iran. Despite of these factors and existence of some legal factors such as the 4th and at present 5th program of economic, social, cultural development of Iran, medical tourism in Iran has not developed yet and some hospitals and medical and health centers individually are working in the area of importing patients from foreign countries and provide health services for them and some patients come to Iran in a traditional way. Iran, located in the Middle East, is surrounded by Muslim countries such as Iraq, Afghanistan, Pakistan, Turkey, and Azerbaijan, to name a few. The majority of Iran’s population is Muslim of the Shi’a sect. Many natural tourist attractions, historical and archeological sites with more than 7000 years of urban settlements, in addition to famous cities that have rich Islamic and pre-Islamic cultural backgrounds such as Isfahan, Shiraz and Yazd are located in Iran (Zendeh Del, 2001). Moreover, many sacred places for Shi’a Muslims termed “Imam Zadeh” are located throughout Iran (Ministry of Culture and Islamic Guidance, 2003). Some authors investigated medical tourism in Iran and the results of demographical characteristics of their study show that, all respondents were Muslim couples, of which 64.2% were Iraqi, 17.9% Afghan, 7.5% Pakistani and 10.4% were infertile couples from other countries. The majority were Shi’a (94%) and the remainder (6%) Sunni Muslims (three Pakistani and one Iraqi couple). A total of 82.1% of these couples entered Iran by land while the remaining 17.9% traveled by air. Only 6% of these couples encountered problems during their applications for a visa. Of couples, 71.6% rented houses during their treatment period,
16.4% of them stayed at hotels and the remaining 11.9% stayed with their Iranian resident friends or relatives. In addition, most Afghan couples mentioned that they were previously in Iran as social workers (11 out of 12). Finally, 32.8% of males and 49.2% of females had a high school diploma or below, whereas 67.2% of males and 50.8% of females were university graduates.

**Motivational factors**

Having been identified in previous research, challenge in the tourism market is that motivation need to be understood by diverse perspectives of features (Gilmartin and White, 2010). Therefore, tourist motivation is an important factor in explaining tourist behavior in relation to destination choice, relating to the needs, goals, and preference of the tourists (Glinos et al, 2010). Extensive previous research has widely accepted that the analysis of motivations is based on the two dimensions of push and pull factors (Goodrich and Goodrich, 1987). Accordingly, “push factors” refer to intangible and intrinsic desires of human beings, including the desire for escape, novelty seeking, adventure seeking, rest and relaxation, health and fitness, and socialization (Gupta, 2008). While “push factors” are the socio-psychological needs that encourage an individual to travel, “pull factors” are considered as the external forces from the attributes that attract a person to a specific destination and establish the actual specific destination choice. From previous study, “pull factors” have been defined in terms of both tangible and intangible features such as natural and historical attractions, physical environment, infrastructure, food, people, sport and recreation facilities (Wilson, 2011). In another explanation, pull motivations have been described as factors influencing when, where and how people travel (Helble, 2011). On the other hand, the main pull factor that lead medical tourists to look for treatment in less developed countries is the low cost treatment. In addition, affordable air travel and favorable exchange rates are viewed as reasons that pull tourists travel out of their countries for medical treatment (Connell, 2006). In a report from UNESCAP (2007), other important pull factors include the emergence of the state-of-the-art medical facilities in developing countries and the aftercare which is equal in terms of quality. Study of Chen, Prebensen, and Huan (2008) revealed in their study that relaxation, pursuing multiple activities, recreation, and enjoying nature are primary factors of tourists’ travel motivation to a wellness destination. Push and pull factors determine not only customer’s decision to travel but also the choice of destination. Uysal and Jurowski (1994) concluded in their research that there is a relationship between push and pull factors. The push-pull model is also supported by other researchers (Herrick, 2007). The concept of push and pull factors has been characterized as relating to two separate decisions made at two separate points in time – one focusing on whether to go or not, the other on where to go. In contrast to this opinion, other researchers have supported that push and pull factors should not be viewed as being totally independent of each other but rather as being related to each other. While internal forces push people to travel away, external forces of the destination pull them to choose that particular (Heung and Kucukusta, 2010).

**Perceived destination image**

The definition of destination image refers to the impressions that a person has about a place, and this is composed of beliefs, ideas, and prejudices (Higginbotham, 2011). This definition relates to an individual, while other definitions acknowledge that destination images can be shared by a group of people. The impression will help tourists consider whether the destination matches their mental image and recreational demands. The concept of destination image was evolved from an organic image, through an
induced image, to a complex image (Hopkinset al., 2010). These image phases were connected to the functions of promotion, which are informative, persuasive, and remaining. According to Gunn (1972), organic images deal with tourists’ impression of a destination without visiting the place, and induced images relate to an image influenced by directed information form the tourism organization. In another research of Echtner and Ritchie (1993), the concept of destination image should be composed of individual attributes’ perceptions as well as holistic impressions of the place. Therefore, it is possible to say that destination image involves the images of the individual elements or attributes that contribute to the tourism experience of tourists (Horowitz and Rosensweig, 2008). A number of tourism researchers have studied about the destination image construct and its influence on tourists’ behavior, the travel selection process, and travel satisfaction (Horton and Cole, 2011).

Perceived service quality

In the research field of tourism, the quality of opportunity or performance, and satisfaction and quality of experience are clearly distinguished (Hunter and Oultram, 2010). Quality of performance refers to the attribute of a service which is mainly controlled by service suppliers. Specifically, it is the output of medical service providers at the destination (Reisman, 2010). Therefore, evaluations of the service quality are based on tourists’ perceptions of the service performance of the provider. In the past two decades, the theory and practice of service quality has attracted considerable attention from both theoretical and practical knowledge (Parry, 2008). Perceived quality is defined as the consumer’ judgment about the superiority or excellence of a product the degree and direction of discrepancy between customers’ perceptions and expectations (Inhorn and Patrizio, 2009). A measurement tool called SERVQUAL was developed by Parasuraman et al. (1985) in order to evaluate service quality (Pollard, 2010). A 22-item instrument represents five dimensions by which consumers evaluate service quality: tangibility, reliability, responsiveness, assurance, and empathy (Sengupta, 2011). Reliability is considered as the most important dimension which concerns whether the outcome of service delivery was as promised, while the other four dimensions refer to the process of service delivery (Jones, 2011). However, it was very difficult to translate SERVQUAL to measure health care services due to the generic service quality dimensions. Hence, Jun, Peterson and Zsidisin (1998) narrowly focused on dimensions that are applicable to health care. The results of this study pointed out eleven dimensions: tangibles, reliability, responsiveness, competence, courtesy, communication, access, caring, patient outcomes, understanding patient, and collaboration (Thompson, 2011).

Overall Satisfaction

Previous literature has suggested that customer overall satisfaction with a hospitality experience is the sum of satisfaction with the individual elements or attributes f all the products and services that create the experience (Kangas, 2007). Therefore, when experiencing hospitality experiences, customers tend to form a set of independent impressions on each and compare those with the expectations of the same attributes. In a highly competitive market like medical tourism, sustainable competitive advantage is very important and dependent on the ability to deliver high service quality that will satisfy customers (Kangas, 2011). Customer satisfaction, in general, is a comparison between the expectation of value (before the purchase) and the perceived value (after the purchase). Baker and Crompton (2000) identified that satisfaction in tourism refers to the emotional state of tourists after exposure to the opportunity or experience. Since medical tourists are travelers who combine medical treatment and tourism together, Saiprasert
(2011) suggested looking at the concept of “patient satisfaction” of health care industry. Linder-Pelz (1982) proposed five determinants of satisfaction in health care services: occurrences, value, expectations, interpersonal comparisons, and entitlement. In another study of Sitzia and Wood (1997), they classified four components of patient satisfaction in terms of accessibility, interpersonal aspects of care, technical aspects of care, and patient education/information. The result suggested that two strongest predictors of satisfaction were older age and better self-perceived health status at admission. The study of Thi, Briancon, Empereur, and Guillemin (2002) investigated seven satisfaction dimensions of in-patients receiving medical and surgical care from hospital. The seven dimensions are: admission, nursing and daily care, medical care, information, hospital environment and ancillary staff, overall quality of care and services, and recommendations (Veerasoontorn et al, 2011).

Hypothesis development

Applying the push and pull factors deriving from the motivational attributes, the perceived quality of medical treatment experience can be measured (Knudsen, 2011). According to a research of Crooks et al (2010), push and pull factors incorporate service quality attributes of the medical service providers at the destination, along with the destination perception, process of travel and medical tourism experience as a whole. Therefore, the following hypothesis is proposed:

H1: Motivational factors have significant effect on the perceived quality of the medical treatment at the destination.

Previous researchers have studied the influence of destination image on tourists’ behavior, the destination selection process, and travel satisfaction (Laugesen and Vargas-Bustamante, 2010). In the tourism and marketing literature, destination image is positively related to the service quality at a sport event (Lee et al, 2012). This view is also supported by Chen and Tsai (2007) and Lee et al. (2005). These researchers stated that tourists having a favorable destination image would perceive their onsite experiences (perceive service quality, perceived value) positively, which then lead to higher satisfaction levels. In another research of Kotler, Bowen, and Makens (1996), they proposed the following sequence: image, quality, satisfaction. In this case, destination image could affect the way customers perceive quality. Moreover, previous literature also pointed out that destination image positively influences perceived quality and satisfaction because it creates expectations that individuals form before the visit (Lefebvre, 2008).

Another research (Lunt and Carrera., 2010) has indicated the influence of tourism image on consumer behavior. This study examined the relationship between destination image and perceived quality and customers’ satisfaction. The results supported the view that image of destination is a direct antecedent of perceived quality, and satisfaction. The following hypothesis is proposed based on the discussion of previous literature of destination image and perceived service quality:

H2. Medical tourists’ perceived destination image positively influences their perceived service quality of medical treatment.

Perceived service quality has been considered to be one of the critical antecedents of both satisfaction (Martin, 2009) and perceived value (Mazzaschi, 2011). The theoretical justification for the connection between perceived quality, perceived value and satisfaction is taken from a coping framework of Bagozzi (1992), in which he suggested that initial service evaluations lead to emotional reactions, thus in turn, drive consumer behavior. Previous literature, which has adapted Bagozzi’s framework to the service context, suggest that higher performance-
oriented service quality and value appraisals precede satisfaction (Moghimehfar and Nasr-Esfahani, 2011). Bolton and Drew (1999) developed a model of customers’ assessments of service quality and satisfaction by using customers of telephone service. The study concluded that perceived service quality has an important direct effect on service value assessment, hence, directly affects the overall satisfaction of customers. In another research of McDougall and Levesque (2000), they investigated the relationship between service quality, perceived value and customer satisfaction in different areas: restaurant, dentist, and auto service. The result revealed that service quality was the most important drivers of customer satisfaction. A major conclusion of this study was that both perceived value and perceived service quality attributes should be incorporated into customer satisfaction models to explain a more complete picture of drivers of satisfaction. Baker and Crompton (2000) focused their study on quality, satisfaction and behavioral intentions of tourists. In this research, quality was conceptualized as the attributes of a service which were controlled by suppliers, while satisfaction referred to tourists’ emotional state after experiencing tourism activities. The hypothesis of perceived quality would have strong effect on satisfaction and behavioral intentions was confirmed with the results. Petrick (2004) examined the relationships between satisfaction, perceive value, and quality in predicting cruise passengers’ behavioral intentions. The three constructs have been examined from three different perspectives to assess which one best explained customers’ intentions to repurchase. The results showed that quality was the best predictor of behavioral intentions with cruise passengers. However, in this study, it was found out that there was a correlation between perceived quality and satisfaction. Lee, Graefe, and Burns (2004) conducted a research on service quality and satisfaction on forest visitors. The study concluded that service quality is an antecedent of satisfaction and satisfaction had a moderate effect on forest visitors’ behavioral intention. In a study on health care customer satisfaction (NaRanong and NaRanong, 2011), researchers proposed a relationship among service quality, value, patient satisfaction and behavioral intention. 537 responses were collected from South Korea medical consumers to analyze the model. Between two observed constructs (service quality and value), service quality appeared to be a more important determinant of patient satisfaction than value. Results also revealed that both service quality and value had significant effect on repurchase intention while value was influenced by perceived quality.

Based on the previous literature discussed above, the following hypothesis is proposed:

**H3. Medical tourists’ perceived quality positively influences their overall satisfaction of medical treatment at the destination.**

The conceptual model concluded all the above hypotheses is presented in figure 1 as below:
METHODOLOGY

This is a quantitative study and survey method is used to collect data. The instrument of this study is developed based on the review of previous literature on motivational factors, perceived destination image, perceived service quality, perceived value and overall satisfaction. Survey questionnaire is used as main data gathering instrument to test the reliability and validity of the conceptual model and research hypotheses. In instrument development stage, the related studies are searched for building construct measurement. The questionnaire consisted of five sections. The first section of the questionnaire collected information regarding to behaviors of medical tourists. The questions in this section include reason and type of medical treatment seeking, sources of information, frequency of travelling for medical tourism, medical insurance coverage, the destination traveled to for medical treatment, alternative choice of destination if considered, travel arrangement and approximately time to spend on medical tourism. Respondents were required to answer the entire question that was appropriate to their circumstance. The second section gathered information related to motivation factors and destination image. In this section, respondents were asked to rate their agreement on the different attributes of push and pull factors, as well as the perceived destination image. The 5-point Likert-scale ranging from “strongly disagree” to “strongly agree” was used in this section. The third section explored respondents’ perception of perceived quality of medical treatment after their medical tourism experience. The questions included medical and nonmedical related attributes such as hospital reputation and accreditation, physicians experience, medical services, medical equipment and amenities, hospital, appointment and reservation system, protection and liability. Participants were asked to rate attributes on a 5-point Likert scale with the anchors of 1 = “Strongly disagree” and 5 = “Strongly agree”. The following table lists the categorized attributes of the perceived quality of medical treatment.
**Table 2. List of Motivational Factors and Perceived Destination Image Attributes**

<table>
<thead>
<tr>
<th>Motivational Factors and Perceived Destination Image Attributes</th>
<th>Construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time for medical service</td>
<td>Push factor</td>
</tr>
<tr>
<td>Total cost of medical treatment</td>
<td>Push factor</td>
</tr>
<tr>
<td>Type of medical treatment that is not allowed</td>
<td>Push factor</td>
</tr>
<tr>
<td>Type of medical treatment not covered by medical insurance</td>
<td>Push factor</td>
</tr>
<tr>
<td>Privacy and confidentiality</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Opportunity for person who has limited or no medical insurance</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Ease of visa procedures</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Recognized hospital/medical facility reputation</td>
<td>Pull factor</td>
</tr>
<tr>
<td>High standard level of medical staff</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Recognized, positive reputation of physicians</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Western experienced/trained physicians</td>
<td>Pull factor</td>
</tr>
<tr>
<td>Ease of medical treatment arrangements</td>
<td>Pull factor</td>
</tr>
<tr>
<td>A great place for relaxation after medical treatment</td>
<td>Destination image</td>
</tr>
<tr>
<td>Political stability</td>
<td>Destination image</td>
</tr>
<tr>
<td>Variety of existing tourist attractions for recuperating patients</td>
<td>Destination image</td>
</tr>
<tr>
<td>Opportunity to combine medical service with a vacation</td>
<td>Destination image</td>
</tr>
<tr>
<td>Tourism safety from crime and/or terrorist attack</td>
<td>Destination image</td>
</tr>
<tr>
<td>Ease of travel arrangements</td>
<td>Destination image</td>
</tr>
<tr>
<td>Ease of lodging arrangements</td>
<td>Destination image</td>
</tr>
<tr>
<td>Ease of transportation</td>
<td>Destination image</td>
</tr>
<tr>
<td>Friendliness and helpfulness of the local people</td>
<td>Destination image</td>
</tr>
<tr>
<td>No language barriers in travelling to your destination</td>
<td>Destination image</td>
</tr>
<tr>
<td>Ease of accessibility when travelling</td>
<td>Destination image</td>
</tr>
</tbody>
</table>

**Table 3. List of Perceived Service Quality Attributes**

<table>
<thead>
<tr>
<th>Perceived Quality of medical treatment Attributes</th>
<th>Construct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process for setting up the medical appointment was simple and easy</td>
<td>Process</td>
</tr>
<tr>
<td>Medical records and information was easily assembled and transmitted</td>
<td>Process</td>
</tr>
<tr>
<td>Short waiting time for medical examination</td>
<td>Process</td>
</tr>
<tr>
<td>Physicians adequately explained condition, examination results, and medical process</td>
<td>People</td>
</tr>
<tr>
<td>Physicians allowed to ask questions, enough to clarify everything</td>
<td>People</td>
</tr>
<tr>
<td>Hospital/medical facility had a strong concern for patient safety</td>
<td>Protection</td>
</tr>
<tr>
<td>Hospital/medical facility valued and respected patients’ privacy and confidentiality</td>
<td>Protection</td>
</tr>
<tr>
<td>Payment procedure was quick and simple</td>
<td>Price</td>
</tr>
<tr>
<td>Provided convenient transportation arrangements</td>
<td>Additional service</td>
</tr>
<tr>
<td>Language interpretation service arrangement was provided</td>
<td>Additional service</td>
</tr>
<tr>
<td>Effective coordination of arrangements between patient involved, hospital, third-party insurance companies, and/or other involved businesses</td>
<td>Additional service</td>
</tr>
<tr>
<td>Destination was a good place to relax after treatment</td>
<td>Additional service</td>
</tr>
<tr>
<td>Destination was a good place for a vacation</td>
<td>Additional service</td>
</tr>
<tr>
<td>Costs associated with medical treatment</td>
<td>Price</td>
</tr>
</tbody>
</table>
In the fourth section of the questionnaire, respondents were asked to measure attributes relating to overall satisfaction of medical treatment in the form of 5-point Likert scale. In the last section, the demographic information of the respondents was collected with the questions regarding to gender, age, marital status, occupation, annual income. This information was collected to fully understand the respondents’ background, and to make comparisons among sample groups for further analysis.

**Table 4. Final Construct Measurement Scales**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivational Factors</strong></td>
<td></td>
</tr>
<tr>
<td>MF1</td>
<td>Shorter waiting time</td>
</tr>
<tr>
<td>MF2</td>
<td>Less expensive medical treatment</td>
</tr>
<tr>
<td>MF3</td>
<td>Type of medical treatment that is not allowed</td>
</tr>
<tr>
<td>MF4</td>
<td>Type of medical treatment not covered by medical insurance in your country</td>
</tr>
<tr>
<td>MF5</td>
<td>Ease of visa procedures</td>
</tr>
<tr>
<td>MF6</td>
<td>Political stability</td>
</tr>
<tr>
<td><strong>Destination Image</strong></td>
<td></td>
</tr>
<tr>
<td>DI1</td>
<td>A great place for relaxation after medical treatment</td>
</tr>
<tr>
<td>DI2</td>
<td>Positive reputation as a tourist destination</td>
</tr>
<tr>
<td>DI3</td>
<td>Variety of existing tourist attractions for recuperating patients</td>
</tr>
<tr>
<td>DI4</td>
<td>Opportunity to combine medical service with a vacation</td>
</tr>
<tr>
<td>DI5</td>
<td>Preference of privacy and confidentiality</td>
</tr>
<tr>
<td><strong>Perceived Quality</strong></td>
<td></td>
</tr>
<tr>
<td>PQ1</td>
<td>Short waiting time for medical examination form the physician</td>
</tr>
<tr>
<td>PQ2</td>
<td>The physicians adequately explained my condition, examination results, and medical process</td>
</tr>
<tr>
<td>PQ3</td>
<td>The medical facility valued and respected patients’ privacy, confidentiality, and disclosure</td>
</tr>
<tr>
<td>PQ4</td>
<td>Provided assistance with financial arrangements, such as:</td>
</tr>
<tr>
<td>PQ5</td>
<td>The payment procedure was quick and simple</td>
</tr>
<tr>
<td>PQ6</td>
<td>The physicians allowed me to ask many questions, enough to clarify everything</td>
</tr>
<tr>
<td><strong>Overall Satisfaction</strong></td>
<td></td>
</tr>
<tr>
<td>OS1</td>
<td>Overall, I was satisfied with my medical treatment during my trip abroad</td>
</tr>
<tr>
<td>OS2</td>
<td>Overall, I was satisfied with the hospital medical facilities services during my trip abroad</td>
</tr>
<tr>
<td>OS3</td>
<td>Overall, I was satisfied with the hospitality services (lodging, transportation, dining, tourism services) during my trip abroad</td>
</tr>
<tr>
<td>OS4</td>
<td>Overall, I was satisfied with my medical trip abroad</td>
</tr>
<tr>
<td>OS5</td>
<td>Overall, I was satisfied with the destination I traveled to for medical treatment</td>
</tr>
</tbody>
</table>

**Data collection**

Online survey had been distributed to the participants via Qualtrics, an online survey research platform. This third-party data collection service looked for potential respondents that meet the criteria of the research: individuals must have been primarily living in their country at the time of their medical trip, and they must have travelled to a foreign country to obtain medical procedures. At the end of the data collection period, out of 500 individuals that Qualtrics screened, there were 400 qualified for this study. However, there were only 260 completed responses that met all the required criteria. The sample included individuals who travelled abroad for medical treatment.

**Data analysis techniques**

After data collection was completed, the Statistical Package for Social Sciences (SPSS) and SPSS AMOS 22.0 will be used to analyze and interpret the result. Descriptive statistics were initially conducted to provide an overview of the
respondents. Secondly, the reliability check (Cronbach Alpha) was applied to the data of the main survey in order to conduct a preliminary test of the validity and reliability of the scales to measure the conduct. Thirdly, CFA (Confirmatory Factor Analysis) is conducted. Finally, SEM (Structural Equation Modeling) is applied to test the relations between latent, observed variables, and hypotheses (Hoyle, 1995).

Result of descriptive statistics
This survey was fairly distributed to both gender. Out of 260 respondents, 55.8% were male (145) and 44.2% were female (115). The sample of this study comprised of six different age groups, which the majority were respondents from 26 to 35 years old (42.3%), followed by 22.3% of respondents between ages 36-45. The smallest number of this sample belongs to people in the age group of 56-65 (6.5%). Most of the respondents from this study were married (70%), 21.9% were single, and only 8.1% were divorced. Professional/technical was the most common occupational group in this sample with the highest percentage of 30.8%, followed by self-employed (18.8%), Government/military group had the lowest percentage of 1.9%.

Descriptive statistics of factors
The next two sections are going to give descriptive statistics of four factors of the proposed model to understand the relationship between independent variables and dependent variables.

Independent variables
The descriptive show customers’ perception about factors that influence on perceived quality of medical treatment and the overall satisfaction of the medical tourists. Between two factors, perceived destination image has a higher average mean value of 4.02 ranging from 3.88 to 4.13. The result shows that the motivational factor and destination image are relatively important to medical tourists when coming to choose a place for medical treatment. Between two independent variables (motivational factor and destination image), the average of destination image (4.02) is slightly higher than that of motivational factor (3.87); therefore, it is possible to say that customers might consider the factor of destination image more than motivation factor. Moreover, MF2 (less expensive price) has the highest mean (4.20) among all the variables, which means that customers perceived this factor as the most important one. In contrast, it is surprising that MF6 (political stability) received the lowest mean value among 260 medical tourists.

Dependent variables
With the average mean value of 4.19, the result indicates a relatively important perception of medical tourists about the service quality at the destination. Respondents most agreed with factor PQ3 “value and respect patients’ privacy, confidentiality, and disclosure”, illustrated by the high mean (4.30) among the group. Participants were really satisfied with the medical procedures they received after the medical trip abroad. This can be explained by the extremely high mean value of all five factors (all higher than 4.0). Additionally, among five factors, OS1 “satisfied with medical treatment during the trip abroad” received the highest value. Therefore, it is possible to say that medical treatment is considered as the main purpose of the trip abroad and the most important factor when evaluating their satisfaction.

Confirmatory factor analysis (CFA)
The final result after running CFA is shown in the figure below:
Figure 2. Confirmatory Factor Analysis Result

![Confirmatory Factor Analysis Result](image)

Table 5. Correlation

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ &lt;-&gt; OS</td>
<td>.151</td>
</tr>
<tr>
<td>PQ &lt;-&gt; DI</td>
<td>.641</td>
</tr>
<tr>
<td>PQ &lt;-&gt; MF</td>
<td>.571</td>
</tr>
<tr>
<td>OS &lt;-&gt; DI</td>
<td>.137</td>
</tr>
<tr>
<td>OS &lt;-&gt; MF</td>
<td>-.033</td>
</tr>
<tr>
<td>DI &lt;-&gt; MF</td>
<td>.607</td>
</tr>
</tbody>
</table>

In order to create a model fit for the study, the CFA result value need to be compared with the threshold value mentioned above in Chapter 3.

Base on the CFA result, all value is satisfied with the threshold.
Final model

In the process of analyzing SEM, the first step was to assess the model fit using various measures-of-fit indices. The final SEM model was presented in the figure below.

**Figure 3. Structural Equation Modeling Result**
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**Table 6. CFA result vs. threshold**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>CFA Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFI &gt;= 0.9</td>
<td>CFI = 0.948</td>
</tr>
<tr>
<td>CMIN/df &lt;= 3</td>
<td>CMIN/df = 1.730</td>
</tr>
<tr>
<td>RMSEA &lt;= 0.08</td>
<td>RMSEA = 0.053</td>
</tr>
<tr>
<td>Standardize Regression Weights &gt; 0.5</td>
<td>All factors are greater than 0.5</td>
</tr>
</tbody>
</table>

**Table 7. Fit Statistics for Final Model**

<table>
<thead>
<tr>
<th>Model Fit Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Sq = 258</td>
</tr>
<tr>
<td>df = 148</td>
</tr>
<tr>
<td>NFI = 0.883</td>
</tr>
<tr>
<td>CFI = 0.946</td>
</tr>
<tr>
<td>GFI = 0.901</td>
</tr>
<tr>
<td>RMSEA = 0.054</td>
</tr>
</tbody>
</table>

According to the result from table 7, this model had a relatively good fit.

The regression weights table indicates that Destination Image, Motivational Factor have the p value smaller than 0.05. Therefore, we can
conclude that these two factors have positive significantly impact on the Perceived Quality. Other than that, with a p value smaller than .05, Perceived Quality is proportionally positive influence factor towards Overall Satisfaction. It can also be concluded that with the estimate value of .373, Destination Image has the strongest influence on Perceived Quality, followed by the effect of Motivational Factor on Perceived Quality and Perceived Quality on Overall Satisfaction, illustrated by the regression weight estimated value of .224, .170.

Table 8. Regression Weights

<table>
<thead>
<tr>
<th>Label</th>
<th>Estimate</th>
<th>S.E.</th>
<th>C.R.</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ</td>
<td>.373</td>
<td>.073</td>
<td>5.105</td>
<td>***</td>
</tr>
<tr>
<td>PQ</td>
<td>.224</td>
<td>.071</td>
<td>3.163</td>
<td>.002</td>
</tr>
<tr>
<td>OS</td>
<td>.170</td>
<td>.085</td>
<td>1.994</td>
<td>.046</td>
</tr>
<tr>
<td>PQ5</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PQ3</td>
<td>1.126</td>
<td>.117</td>
<td>9.628</td>
<td>***</td>
</tr>
<tr>
<td>PQ2</td>
<td>1.038</td>
<td>.109</td>
<td>9.526</td>
<td>***</td>
</tr>
<tr>
<td>PQ1</td>
<td>.979</td>
<td>.114</td>
<td>8.506</td>
<td>***</td>
</tr>
<tr>
<td>PQ4</td>
<td>1.062</td>
<td>.117</td>
<td>9.077</td>
<td>***</td>
</tr>
<tr>
<td>OS4</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OS1</td>
<td>.833</td>
<td>.063</td>
<td>13.182</td>
<td>***</td>
</tr>
<tr>
<td>OS2</td>
<td>.887</td>
<td>.071</td>
<td>12.491</td>
<td>***</td>
</tr>
<tr>
<td>OS5</td>
<td>.838</td>
<td>.068</td>
<td>12.260</td>
<td>***</td>
</tr>
<tr>
<td>OS3</td>
<td>.764</td>
<td>.081</td>
<td>9.460</td>
<td>***</td>
</tr>
<tr>
<td>DI3</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DI1</td>
<td>.947</td>
<td>.083</td>
<td>11.365</td>
<td>***</td>
</tr>
<tr>
<td>DI2</td>
<td>.902</td>
<td>.074</td>
<td>12.232</td>
<td>***</td>
</tr>
<tr>
<td>DI4</td>
<td>.835</td>
<td>.073</td>
<td>11.445</td>
<td>***</td>
</tr>
<tr>
<td>DI5</td>
<td>.908</td>
<td>.081</td>
<td>11.221</td>
<td>***</td>
</tr>
<tr>
<td>MF3</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MF2</td>
<td>.889</td>
<td>.086</td>
<td>10.373</td>
<td>**</td>
</tr>
<tr>
<td>MF4</td>
<td>1.072</td>
<td>.093</td>
<td>11.474</td>
<td>**</td>
</tr>
<tr>
<td>MF1</td>
<td>1.051</td>
<td>.101</td>
<td>10.413</td>
<td>**</td>
</tr>
</tbody>
</table>

The effect of the dependent variables on the independent variables in this research can also be explained by standardized regression weights. Standardized regression weights present the standardized estimate value of the impact of Destination Image and Motivational Factor on Perceived Quality and Overall Satisfaction. The standardized values are all positive, therefore, there were positive impact of Destination Image and Motivational Factor on Perceived Value, and positive impact of Perceived Value on Overall Satisfaction. Once again, it can be confirmed that Destination Image has the strongest impact on Perceived Quality, illustrated by the highest standardized value of .473.

Hypotheses results:

According to the results concluded from SEM, the proposed Hypotheses are answered as following:
Table 9. Hypotheses result

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path Coef.</th>
<th>Standard Error</th>
<th>t-value</th>
<th>p-value</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 Motivational Factors -&gt; Perceived Quality</td>
<td>0.224</td>
<td>0.071</td>
<td>3.163</td>
<td>0.002</td>
<td>Supported</td>
</tr>
<tr>
<td>H2 Destination Image -&gt; Perceived Quality</td>
<td>0.373</td>
<td>0.073</td>
<td>5.105</td>
<td>&lt;0.001</td>
<td>Supported</td>
</tr>
<tr>
<td>H3 Perceived Quality -&gt; Overall Satisfaction</td>
<td>0.170</td>
<td>0.085</td>
<td>1.994</td>
<td>0.046</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Model fit: $\chi^2 = 258$, df = 148, NFI = .883, GFI = .901, TLI = .938, CFI = .946, RMSEA = .054

Discussion and conclusion
Hypothesis 1 proposed a relationship between motivational factors and customers’ perceived quality of medical treatment at the destination. The standardized path coefficient of the relationship between motivation factors and perceived quality was (p<.005) which indicated that motivation was a significant predictor of medical tourists’ perceived quality. The results demonstrated that if customers were more likely to be motivated to go to the chosen destination, they had a positive perception towards the quality of medical service providers at the destination. Hypothesis 2 suggested a positive influence of perceived destination image to perceived quality of the medical treatment at the destination. This hypothesized relationship was supported by the equivalent estimate of 0.373 (p<0.001) showing that individuals with higher perception towards the image of the chosen destination tend to perceive higher quality of medical procedures at the medical facilities. In addition, compared to motivational factors, the perceived destination image has more significant impact on perceived quality with higher value of standardized path coefficient. This means that between two variables, destination image is a stronger predictor of medical tourists’ perceived quality. Hypothesis 3 indicated that perceived quality positively influences medical tourists’ overall satisfaction at the medical destination. This proposed relationship was supported by the equivalent estimate of .170 (p<.005) showing that perceived quality significantly influenced customer’s overall satisfaction. The results supported the notion that medical tourists with positive perception of service quality of medical facilities and chosen destination were more likely to be satisfied. There is no significant interaction effect between motivational factor and perceived destination image, only direct effects of independent variables on dependent variables were taken into consideration. The findings of this study reveals that shorter waiting time has the most significant impact on the motivation factors with medical tourists when choosing the destination. This result was also supported from previous literature (Connell, 2007; Ormond, 2011; Hall, 2011). Other than that, cost was also found as the main driver of medical tourists’ motivational factor with a relatively high estimated value (0.748). Within the destination image factor, all five observed variables present a significant impact with high factor loadings, wherein the third item “variety of existing tourist attractions for recuperating patients” appears to be the most important. All the results were presented in the SEM model. While there is no significant correlation found
between two independent variables, direct effects were pointed out between observed and latent variables in this study. Previous literature showed a strong relationship between motivational factor and perceived quality (Yoon & Uysal, 2005, Crooks et al., 2002). Tourists that are highly motivated to travel to the chosen destination might perceive the service quality higher that who are not. In terms of the relationship between destination image and perceived quality of medical tourists, the result indicated that destination image had a positively significant influence on perceived quality. Similarly, Bigne et al. (2001) concluded that destination image is a direct antecedent of perceived service quality. The finding of this study also supported the previous literature indicated that destination image creates a positive influence on perceived quality and satisfaction, because it forms expectations that individuals have before the trips (Phelps, 1986, Bigne et al, 2001). Previous literature indicated a strong impact of perceived service quality on overall customer satisfaction. The result of this study also supported that positive influence. When medical tourists perceived the high quality of medical staff, they are likely to be more satisfied with not only the provided service but also with the chosen destination itself.
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Abstract:
More college women are majoring in marketing in recent years, resulting in a feminization of the sales occupation. The question then arises as to whether the increased number of women interested in a sales career will change the ethics climate therein. Business students were asked make decisions that could be required of individuals in the sales occupation, based on six different scenarios and results were analyzed based on gender. While no significant statistical differences were found in the decisions made by gender, some differences were found in the moral reasoning provided by the males and females in the study.
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Introduction
According to Newton-Small (2016, p. 5), the sociological meaning of “critical mass” refers to “the [tipping] point at which a minority begins to change the tone and policies of the institution it has begun to integrate.” In her recent thought-provoking book, she talks about a “critical mass” of women, and a tipping point which she estimates as just more than 20%, as an essential ingredient for their acceptance in the workplace. She also remarks on the changes regarding women in the workforce that have occurred in the recent past, noting, among other issues, that 20 years ago women often could not even wear pants to work, that just 10 years ago it was not unusual for females serving as U.S. senators to be mistaken for wives or staffers in the senate chamber, and that there was no restroom for them off the senate floor until 1993.
The number of women in graduate school began to exceed the number of men in 1984 and in 2012, according to the Council of Graduate Schools, women earned 63 percent of all master’s degree, and 54 percent of all doctorates. The Committee for Economic Development reported that women earned one third of all MBAs awarded in that same year. Further, according to Carnevale, Strohl and Melton (2011), business is the most popular college bachelor’s degree, earned by 25% of all graduates. About 12% of business school graduates choose marketing or marketing research as a major, and within this group, 51% of graduates are female. Sales career opportunities are expanding rapidly and the number of women in sales and related occupations continues to grow (Donoho, Heinze, and Kondo, 2012). This is strong evidence of the continued increase in the number of women entering the field of business and establishing a career in sales.
As this trend persists, interest continues in the question of whether ethical decision making differences exist between the genders. With approximately equal numbers of men and women entering the workforce with degrees in marketing, will the moral landscape in sales change? Are moral reasoning and judgements different between men and women? Will the genders bring different ethical values to the workplace? Others have attempted to answer this question, with differing results. These questions are of interest because the sales profession tends to be more vulnerable for unethical conduct than other areas of business. Dawson (1992) notes that individuals in sales often perform their duties without direct supervision, confront conflicts resulting from interfaces to which other occupations are not subject, and are faced with making daily decisions that have ethical dimensions. With the increase of women in this occupation, the question then arises as to whether women will affect the ethical climate of the sales arena.

The purpose of this paper is to report the results of a study replicating previous research by Dawson (1995) using the same six scenarios that he developed. However, the focus of the current paper is on business students rather than on marketing professionals currently in the workforce. These students are on the threshold of their careers and will be entering a dramatically different business arena than what existed in 1995. This research questions the processes of ethical decision making, in addition to determining any differences in those decisions by gender.

Prior Research

Gender differences in preferences have been heavily researched. Croson and Gneezy (2009) provided an extensive literature review on gender inclinations and identified significant differences in the areas of risk preferences, social (other-regarding) preferences, and competitive preferences. When comparing gender differences in these areas, they reported that women are more risk-averse, women’s social preferences are more situationally specific, and women are more averse to competition. This is strong evidence of gender differences in these specific areas.

Prior research has addressed gender differences in ethical decision making from a variety of aspects. Gilligan’s 1982 seminal and sometimes controversial book is widely recognized as the foundation for many research projects. Gilligan suggested that, due in part to gender socialization, men and women solve moral dilemmas differently. Hence, men and women will make different moral decisions in the workplace. Men tend to succeed through competition, and hence are more willing to act unethically, but women succeed through nurturing and are therefore more sensitive to ethical issues (Kohlberg, 1984; Roxas and Stoneback, 2004).

Focusing on sales, Dabholkar and Kellaris (1992) developed the Personal Selling Ethics Scale, which has been used to test for differences between the genders when evaluating the degree to which respondents feel a situation is or is not ethical. Use of the scale by Donoho, Herche and Swenson (2003) found that females evaluated sales ethics dilemmas as less ethical than did their male counterparts. Using an updated version of the scale, Donoho, Heinze and Kondo (2012) again found that women evaluated sales ethics scenarios as less ethical than did males in their study. Further, they implied that emphasis on moral idealism when teaching sales ethics may help to alleviate this difference.

Other research continues to indicate that women tend to be more ethical than men (Dobson and White, 1995; Beu, Buckley and Harvey, 2003), but others (Sikula and Costa, 1994), disagree about any difference in ethics between the genders. In their review of the ethics literature covering the time span 1996 to 2003, O’Fallon and Butterfield (2005)
determined that 23 of the 49 articles published during those years showed few gender differences in ethical evaluations. However, among the studies where differences were found, women evaluated ethical situations more stringently than did men. Men have been found to be less ethically sensitive to a large variety of issues (Smith and Oakley, 1997; Vermeir and Van Kenhove, 2008). Finally, Franke, Crown and Spake, (1997) suggested that women are more likely to view unethical behavior unfavorably in the business environment.

These differences have been researched in students for several years (Dawson, 1992; Lane, 1995; Loe and Weeks, 2000; Silver and Valentine, 2000; Ryan, David and Reynolds, 2004; Keith, Perreault, Chin and Keith, 2009; Donoho, Heinze, and Kondon, 2012) as well as men and women in the workforce (Kidwell, Stevens and Bethke 1987; Tansey, Brown, Hyman and Dawson, 1994; Dawson, 1995; Dawson, 1997; Hunt 1997; Weeks, Moore, McKinney, and Longenecker, 1999; Smith and Rogers, 2000; Ingram, LaForge and Schwepker, 2007; Singhapakdi and Vitell, 2007) Possible explanations for gender differences include emotional understanding, moderated competitiveness, biological foundations or genetics, generalized trait differences between the genders and socialization (Grimshaw, 1992; Pool, 1994; Hunt, 1997; Weeks, Moore, McKinney and Longenecker, 1999). However, few studies have attempted to capture the actual decision making processes of males and females when deciding on appropriate actions. Although Malinowski and Berger (1996) speculated about how undergraduates feel, think and act when faced with an ethical dilemma, their study did not capture that information. Rather, the method employed in their study was the presentation of hypothetical marketing moral dilemmas to students and asking them to use a ten-point interval scale to react cognitively, affectively, and behaviorally to them. The actual thought process, moral reasoning and justification for the action(s) chosen were not captured. Notably, Dawson’s 1995 study illuminated the processes and moral reasoning used by males and females when making decisions about ethical dilemmas. The current study is modeled from his work, using his vignettes, but having students as respondents. Some have argued against using students as research subjects, questioning whether the results are generalizable. However, Lucas (2003) indicated that samples drawn using college students are appropriate when the research concerns basic psychological processes, or gathering data that are independent of sample characteristics. Further, as future business leaders they represent a population of interest and information gathered using this sample may be informative for use both inside and outside the classroom (Abdolmohammadi, Gabhart and Reeves, 1997; Ahmed, Chung and Eichenseher, 2003; Borkowski and Ugras, 1998). Finally, they may be used to replicate prior studies. The current study encompasses these criteria.

The sample consisted of undergraduate business students in a small, private, faith-based university located in south Texas. Seventy scenario packets were distributed, with each packet containing six scenarios. The scenarios asked respondents to choose the decision they would make: “Yes, I would____”, or “No, I would not____”. Subjects were then asked to explain their decision. Each scenario was printed on a separate page, with adequate space available for their narrative explanation. Sixty-five completed packets were returned for a response rate of 93%. Responses were tabulated and the Chi-square statistic was calculated for each of the six scenarios to determine statistical significance of any gender difference in responses. If the student responded both “yes” and “no,” the response was coded as “unsure.” Two of the researchers read each response in order to ensure agreement in interpretation of the comments made by the subjects.
Scenario 1: “Break Promise?”

This scenario puts the respondents in the role of a manager of a toy store during the holidays. “Would you break a promise to previous customers and sell a scarce toy to a woman who claims her child is very ill?” Our results showed both men and women were more likely to keep the promise to the original customers and not sell the toy to the woman with the sick child. The reasons given for their choices followed similar themes, with both stating that; it wasn’t right to break a promise, or the woman’s story couldn’t be verified. Both also mentioned that they’d try to work out a solution with the original 12 customers, while only females mentioned finding a different toy for the sick child. However, only the females (five of those who indicated they would not sell to the distressed mother) stated that it was the mother’s own fault for waiting so late in the holiday season to procure Peter Panda and only females indicated they would “feel bad” if they did not sell to the mother. Both genders mentioned selling to the mother would be the “right thing to do.”

Scenario 1: You are the manager of a local toy store. The hottest Christmas toy of the year is the new “Peter Panda” stuffed animal. The toy is in great demand and almost impossible to find. You have received your one and only shipment of 12, and they are all promised to people who previously stopped in to place a deposit and reserve one. A woman comes by the store and pleads with you, saying that her six-year-old daughter is in the hospital, very ill and that “Peter Panda” is the one toy she has her heart set on. Would you sell her one, knowing that you will then have to break your promise and refund the deposit to one of the other customers? (There is no way you will be able to get an extra toy in time.)

**Figure 1: “Break Promise?”**

<table>
<thead>
<tr>
<th>Decision:</th>
<th>Would Sell</th>
<th>Would Not Sell</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>34%</td>
<td>62%</td>
<td>3%</td>
</tr>
<tr>
<td>Females</td>
<td>22%</td>
<td>78%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Chi Square = 2.673; p=.263

**Male Voices**

“Yes, but I’d verify the story first.”

“Yes, because the child might not survive. I’d work it out with the other 12 customers.”

“I have no way of verifying that this woman is telling the truth.”

“Although I feel bad for the child, I have already made a promise to twelve customers to hold the toy for them. If I go back on my word, it could potentially harm my business.”

“I don’t like to break my promises. For the good image of my business, I have to stick to what I agreed to with my clients.”

“Promises are more important. I would contact the list of customers, tell them about the situation, and if anyone agreed to give up their toy, I would sell it to her.”

**Female Voices**

“Yes, but I would call the hospital to verify she is telling the truth.”

“Her daughter’s situation is more important than my promises.”

“By accepting deposits from the original twelve customers, I promised they would be guaranteed a toy, and it would be dishonest to go back on my work to them.”

“I have no idea if she is telling the truth.”

“Unfortunately, I cannot break a promise to someone who already paid and made it clear they wanted the toy. The mom could also just be making up the story about her daughter being in the hospital.”
“Although the situation is heartbreaking, I do not know my other 12 customers’ situations. I have a duty to my customers to keep my word of promising them the toy. I would refer the woman to another local toy store and try my hardest to find her one in stock. I have already received deposits for my shipment which is in turn a contract.”
“I have already reserved the toy for other people, but I would see if there’s a way I could have her settle for another toy.”

Scenario 2: “Take Plan?”
The second scenario presented respondents with an issue of personal honesty. As shown in Figure 2, there was no significant difference in the responses of males and females, with over 60% saying they would not take the plan. There was some similarity in the narratives, such as: blaming the Dynamark executive who left the plan (“it was his own fault”); or stating that taking the plan would be stealing or unethical; or fear of being seen/caught. There were also some narrative differences: only males said they wouldn’t take the plan because they suspected the situation may be a trap; or that it just wasn’t playing fair in business. On the other hand, more females than males (eight out of ten females versus five out of ten males) who replied “yes,” indicated it would be “advantageous” to their company or to their own careers to take the plan. More females than males said they would take the plan only to return it to its rightful owner. Additionally, only females indicated they would “feel bad” if they took the plan and used it. In addition, females exhibited empathy, putting themselves in the shoes of the forgetful executive.

Scenario 2: You are a salesperson for Omega Computers. One of your major competitors is Dynamark Computers. You are attending a trade association meeting, and you notice that the marketing director of Dynamark is carrying a stack of copies of Dynamark’s marketing plan for the next year. After this person has left the room, you notice that one of the copies has inadvertently been left on the table. It would be easy for you to pick up this copy without being observed, which would give you important intelligence about your competitor’s plans. Would you take the copy?

Figure 2: “Take Plan?”

<table>
<thead>
<tr>
<th>Decision: Would Take</th>
<th>Would Not Take</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>34%</td>
<td>62%</td>
</tr>
<tr>
<td>Females</td>
<td>28%</td>
<td>72%</td>
</tr>
</tbody>
</table>

Chi Square = 1.721; p = .423

Male Voices
“They should have been more careful about leaving it.”
“It would give me/my company an advantage.”
“It was not my fault it was left there in the first place. My career could potentially be advanced by being able to best my competitors with any of the information found on that business plan. Whoever was put in charge of theses copies should have been more aware of what they were doing. They will be held accountable for the mistake that I will capitalize on.”
“I wouldn’t copy it; I’d make a better plan.”
“It is not ethical and would not show integrity. I would return it.”
“I consider it cheating. My competitor was just unlucky and I shouldn’t take advantage of such a situation.”
“If anyone sees me and we are accused of copying, I could lose my job.”
“I want my product to be unique. There is always going to be competition, so there is no point in cheating.”
“It is not the right thing to do, and beating a competitor in that fashion is a poor way to win, and certainly not a way I would want to win in business.”

Female Voices
“It would help my company. Omega Computers might reward me for the information I provide.”
“It’ll provide me and my team with valuable information about our competitor”
“It is unethical. Yes, they are my competitor, but I wouldn’t steal their marketing plan to see what they will be doing. That shows weakness.”
“I don’t know if it may be a trap. Either way, I wouldn’t take it because that is not how I am. I would instead get the copy and give it back to my competitor.”
“The consequences of me getting caught would be too severe. I wouldn’t risk my job or the credibility of the company that I am representing.”
“I wouldn’t want someone to steal my ideas if I had been so careless as to drop one of my plans.”
“I would want to get ahead on my own merit.”

Scenario 3: “Tell about the Product?”
In this scenario respondents are placed in the role of a medical supplies salesperson who must decide whether to share information about a superior competitor’s product with a surgeon who is about to perform an operation. As indicated in figure 3, while both men and women were most likely to tell the surgeon about the superior product, women were slightly more likely than men to disclose the information. Justifications most often provided by both genders were that they would want to do what is best for the athlete. Both genders who responded “no” indicated that they had a responsibility to their employer, didn’t want to give their competitor an advantage or that they were “trying to sell a product” themselves. A few responses from both genders indicated they felt it was the surgeon’s responsibility to determine what prosthetic would be best for the patient and felt no obligation to provide information about a competitor’s product.

Scenario 3: You are a salesperson in the medical supplies field, selling to physicians and hospitals. Your product line includes prosthetic devices such as artificial limb replacements. As a product expert, sometimes you are asked to be present during surgical operations to provide advice and guidance in the proper fitting of your products. A surgeon you have worked with in the past has asked for your advice concerning knee surgery he will be performing on a professional athlete. You have an appropriate prosthetic product that would be suitable, but you also happen to know that a competitor has just developed a new state-of-the-art device that you believe would perform much better for this particular condition. Would you tell the surgeon about the competitor’s product?

Figure 3: “Tell about the Product?”

<table>
<thead>
<tr>
<th>Decision</th>
<th>Would Tell</th>
<th>Would Not Tell</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>69%</td>
<td>28%</td>
<td>3%</td>
</tr>
<tr>
<td>Females</td>
<td>81%</td>
<td>19%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Chi Square = 1.989; p=.370

Male Voices
“It is the morally correct thing to do.”
“I would inform the surgeon about it because I know if I was the athlete I would want the best for me.”
“It will help me gain the surgeon’s trust.”
“It is for the well-being of a patient. Although I will not be making profit, I would still feel good knowing that the player’s knee would be in a better state despite not using my product.”

“My product is already suitable. I might briefly mention the competitor’s product, but encourage him to use my product. It would not be right for me to promote my competitor.”

“It is the competitor’s job to tell the surgeon his product is better. My job is to maximize profit, not level the playing field.”

**Female Voices**

“...I ultimately want what is best for the athlete.”

“It is someone’s health at risk and I would like that person to get the best treatment.”

“Even though you want to sell your own product, you have to consider what is best for the patient. You need to help the patient more than yourself.”

“At the end of the day, the goal is to improve lives. Informing the physician of the alternative would lead to a reputation as an ethical company and earn credibility.”

“The surgeon would know I could be trusted.”

“I would relate to my own needs. If I was that professional athlete I would want the best I could get. This competition would also help me develop a new product that would ultimately be better than my competitors.”

“No, because it is the surgeon’s responsibility to be informed of other products and if I know that my product would work for the athlete, then there is no problem if he gets my product.”

“That would result in the loss of sales for my company.”

**Scenario 4: “Consult Psychologist?”**

When a salesperson is dealing with an important potential client who is manic depressive, is it ethical to consult a psychologist for coaching on how to influence him? This scenario focuses on relational as well as the possible issues of betraying a confidence or tampering with a person’s mental health. As indicated in Figure 4, only slightly more females than males would consult the psychologist. In the narrative responses, while both men and women said that consulting the psychologist would only help them relate better to Scott, males stated there was nothing wrong with it, as long as the client remained anonymous. Additionally, both genders indicated the need to “help Scott” and nearly half of each gender (ten of the males and 12 of the females who responded “yes”) indicated that consulting the psychologist would help them make the sale. Justification for answering “no,” on the part of both genders, indicated that doing so was “not right” or “unfair.”

**Figure 4: “Consult Psychologist?”**

<table>
<thead>
<tr>
<th>Decision: Would Consult</th>
<th>Would Not Consult</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>72%</td>
<td>24%</td>
</tr>
<tr>
<td>Females</td>
<td>74%</td>
<td>23%</td>
</tr>
</tbody>
</table>

Chi Square = .064: p=.969
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Male Voices
“I am not doing anything unethical. I am using my resources in order to relate to and understand Scott.”
“Yes, because it would give me a competitive edge.”
“I would want to know how to approach my client in a way that does not contribute to his depression. If I approach him a certain way, I may be able to get him out of his depressed state and make it easier to make a sale.”
“I would want to help Scott as a friend. Once Scott recognizes our camaraderie on a level deeper than business, I have a better chance of landing the sale.”
“I am using resources directly under my purview, in a way that does not represent a conflict of interest with the counselor since Scott is not one of his patients. I would not be taking advantage of Scott, simply learning how to deal with him with the most tact and professionalism.”
“That is manipulation of someone with depression, and that is the wrong way to get what you want. The fact that he confided in you should be reason enough not to see the psychologist.”
“I don’t think it’s necessary because if he was friendly enough to tell me his problem, then that means I am doing something right and he trusts me. Therefore, I would simply rely on my skills.”

Female Voices
“It will ultimately help my business and knock out the competition. I feel that meeting with the psychologist about Scott will just teach me how to act around him and it’s not hurting anyone.”
“It would help me understand Scott’s thought process on how to persuade him, but I could also recommend the psychologist to him in order to help him with his depression.”
“It could help me relate to Scott more; therefore giving me an advantage for the sale.”
“It gives me a competitive edge. Understanding clients is very important for all businesses. However, I would use my information from the psychologist to communicate more efficiently over the deal.”
“That would mean I would have the upper hand in the ongoing deal, and potentially win it. You need to do everything legally possible to give your company an upper hand.”
“It would be unethical to use the knowledge of his mental illness in the company’s favor.”
“Manic depression is difficult to deal with and intentionally consulting the psychologist in order to manipulate Scott could result in doing harm to his health.”

Scenario 5: “Provide Gift?”
This is a classic sales situation. The buyer of an important account wants an expensive gift. Providing such a gift would violate company policy, while not providing it could lose the account. Figure 5 shows that neither gender would provide the gift. Narrative responses showed similar themes between males and females. Both genders cited providing the golf clubs would be a violation of company policy or rules, however a slightly higher percentage of males (six of 20) than females (eight of 30) exhibited more fear than females of getting caught and/or losing their job. The few who responded “yes,” cited career advancement as the primary reason and two males as well as two females wrote that they would buy the golf clubs themselves and give them to the customer. One enterprising female indicated she would provide one club per month to the customer, thus avoiding violation of company policy by keeping each gift under the $50 limit. One male suggested that in addition to providing the gift being beneficial to his career, he could get money from the customer to “ensure confidentiality” and thus could actually make a few extra dollars on the side. Only the females (two) expressed concern about future expectations on the part of the customer should they provide the gift. Both responses from the females alluded to the possibility of the
customer wanting more in the future, thus making this only the beginning of having to supply expensive gifts at personal risk.

Scenario 5: As a sales representative for Northstar Sporting Goods, you have been assigned an important account, the Downeast store chain. Downeast’s purchasing manager has quickly make it clear that he expects special favors; he has hinted broadly that a new set of golf clubs would please him. You can sneak such a set—worth about $800—out of the warehouse without anyone knowing, but it would violate your company’s policy that gifts to customers should not exceed $50 in value. If you ask your sales manager, the “gift” will no doubt be forbidden. At the same time, if you lose this account, no matter what the reason, it is bound to hurt your career. Would you provide the gift?

**Figure 5:** “Provide Gift?”

<table>
<thead>
<tr>
<th>Decision: Would Provide</th>
<th>Would Not Provide</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>24%</td>
<td>69%</td>
</tr>
<tr>
<td>Females</td>
<td>17%</td>
<td>83%</td>
</tr>
</tbody>
</table>

Chi Square = 3.362; p=.186

**Male Voices**

“This type of circumstance helps you to develop links with people which will eventually help you. However, I wouldn’t steal them, I would pay for them.”

“It is bound to hurt my career if I don’t. The policy can be overlooked since it is not a huge deal.”

“It is breaking company policy. I cannot simply go around looking for favors just to keep my job. A line has to be drawn somewhere. I am not going to put myself in hot water with my manager to keep an account. I would rather start again somewhere else.”

“That is business ethics. I am loyal to the company that hired me. I prefer to get laid off for not giving the $800 gift than cheating my company. And I am sure if I talked to my manager he would understand the situation.”

“The potential consequences outweigh the potential benefits, and it is stealing. I might buy them myself and give them to him on a personal basis, but I would never steal from the company.”

“If I were to somehow get caught further down the line, I would lose my job anyway. Plus, the special favors he wants would only get more expensive and frequent.”

**Female Voices**

“I would buy them myself and then invite him to play golf and give him the clubs. If his opinion really matters, I’d try my best to give him what he wants.”

“My career is on the line. I would want to please my customers rather than not have a job at all. It’s a risk I am willing to take because my job is on the line.”

“It would be stealing and my company forbids gifts over $50. Stealing would hurt my career more than losing an account due to proper ethics.”

“I didn’t buy the golf clubs out of my own pocket but stole them. If I’m caught, I will no doubt go to jail. There will always be other opportunities to further my career but I won’t do anything to put my career in danger.”

“It goes against company policy. At the end of the day, my career is worth more than one account.”

“It will ultimately hurt my career.”

“If the sales manager finds out I gave away the golf clubs, I could lose my job. I will tell the sales manager about the situation, and seek his advice on how to handle this customer.”
Scenario 6: “Hire Handicapped?”

When hiring for a sales position, the best-qualified candidate is someone who has suffered severe disfigurement as a result of a self-less act of rescuing an auto accident victim from fire. You are afraid customers may be turned off by his appearance. Additionally, the candidate lost both hands during the incident. To hire or not to hire is the question in scenario 6. As shown in figure 6, fewer men (12 of 27) than women (22 of 36) would hire the handicapped candidate. In the narrative responses for those who responded “no,” both genders cited the fact they believed the handicapped candidate could not do the job, and both genders (three of the 14 females and five of the 15 males) considered looking for an alternative such as putting the candidate in another position. The males who indicated “yes,” they would hire the individual most often simply indicated that he was the best qualified. In addition to indicating that this candidate was the best qualified, only the females indicated that it was the “right thing” to do, a willingness to help others or it would “not be fair” otherwise.

Scenario 6: As the sales manager for an office equipment firm, you are considering three candidates for an open sales position. The best qualified in terms of background and experience happens to be an individual who recently suffered severe facial disfigurement and the loss of both hands in rescuing a motorist from a burning car. You are concerned that potential customers might be made extremely uncomfortable by this candidate’s appearance. You have a possible legal “out” under equal opportunity laws insofar as the handicap could be construed as interfering with the person’s ability to perform all aspects of the job, such as carrying bulky demonstration units into prospects’ offices. Would you offer the job to the handicapped person?

Figure 6: “Hire Handicapped?”

<table>
<thead>
<tr>
<th>Decision</th>
<th>Would Hire</th>
<th>Would Not Hire</th>
<th>Unsure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males</td>
<td>45%</td>
<td>52%</td>
<td>3%</td>
</tr>
<tr>
<td>Females</td>
<td>61%</td>
<td>39%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Chi Square = 1.953; p=.377

Male Voices

“No matter what the handicap is, if he is the best candidate for the position, he should be the one to receive the job. Also, as a bonus, hiring him may improve the businesses’ public image.”

“He is the best qualified; simple as that.”

“Appearance is the least of my worries. If the customer gets uncomfortable, their nerves can be put to rest if this person’s background is true. Yeah, sure there may be an elephant in the room with the disfigurement, but who cares, if the employee can do his job effectively then I want him working for me, regardless of appearance.”

“He does not have hands. Personally it does not matter to me what a person looks like. If he or she can get the job done and has a good background and experience, then I would hire him/her. However, this handicapped person does not have hands, which could slow my business down and cause delays.”

“As a result of his accident he is no longer the most qualified candidate. A salesperson must be able to connect to the customer and his disfigurement would prove to be difficult. I do not believe sales is a job suited for him anymore.”

“I believe, because of his accident, he wouldn’t be able to complete his job. However, if he is such a great candidate, I would offer him a job in another position.”

Female Voices

“He has the background and experience to succeed in this position and will be a good fit for
the job. I will also avoid any possible legal trouble and gain a good employee."

“I would want to help others and give him a chance. However, I would observe him and if he is not passionate about his job I see him being a bad example to other employees, I would fire him.”

“Skills should be what is considered, not looks or disability. It might make some people uncomfortable but business should be done in an ethical manner, so I would definitely hire him.”

“He would make customers uncomfortable, and in business, customers have the ultimate power. If they are uncomfortable, it could result in a loss of sales. However, I would give him another job.”

“He is not able to do all the job requires. He may be qualified, but he’s not what I am looking for.”

“I don’t believe he is still the best person for the job after his accident.”

“In sales, one must be presentable to a customer in order to be convincing. The customer’s focus has to be the product, not the salesperson’s face.”

In addition to finding no statistical difference between the genders’ responses for any of the six scenarios, analysis of their reasoning for reaching decisions determined that they differed only occasionally. For example, in the first scenario, only females blamed the mother for waiting until the last minute to acquire the toy for her ill child, and only females indicated they would feel bad if they did not sell to the mother. Females indicating that they would “feel bad” also occurred slightly more frequently than for males in the scenario dealing with whether to take the marketing plan. In the last scenario, only females referred to hiring the handicapped as the right thing to do, indicated a willingness to help others, or stated that not hiring him would be unfair. However, most of the reasoning for the decisions reached in each scenario did not differ substantially between the genders.

These results are dissimilar from those of Dawson’s 1995 study. He found significant differences between responses by gender in four of the six scenarios. Some of the difference may be related to the use of different samples. Dawson’s sample consisted of members of a professional organization of marketing and sales managers, and students majoring in business were used in the current study. Thus, his sample was comprised of an older group of experienced individuals with marketing experience.

Another possible explanation for the difference may be in the adaptation of business to women’s increased participation in the professional business environment. Since the 1970s, women’s participation rate in the workforce has steadily grown to peak at 60% in 1999. In 2013 women’s participation rate stood at 57% (Bureau of Labor Statistics, 2014). Not only are more women in the workforce, they are now more equally represented in business professions. According to the U.S. Bureau of Labor Statistics, women fill over 51% of management and related occupations, and 43% of marketing and sales manager positions. This increased participation may have allowed women to have a greater impact on ethics policies and practices.

In addition, women are participating in the workforce at higher levels of management. Forbes, for example, reported a record 24 female CEOs in the Fortune 500 in 2014, compared to only one female Fortune 500 CEO in 1998 (Fairchild, 2014). This trend not only gives women a direct impact on ethics policies; it also provides an indirect impact as these female leaders act as role models for young women in business. As a result, it may be that we have reached Newton-Small’s (2016) ‘tipping point,’ where women have achieved the ‘critical mass’ necessary to impact ethics policy and practice in business. This is a notable difference from what Newton-Small cites as the biggest complaint from women in the Navy ranks. She indicates that these women feel there are not enough
female role models up the chain of command to which they can aspire. This is apparently not the case in marketing. This seems to be an area that is ripe for future research.
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Abstract:
The majority of U.S. consumers will purchase home furnishings products during their lifetime, since they provide hedonic and utilitarian value. Therefore, it is important for home furnishings retailers to have a better understanding of the key categories purchased by generational cohort (Baby Boomer, Generation X, and Generation Y) for marketing purposes. As such, this study compared U.S. generational cohorts’ expenditures of home furnishings. By utilizing the Household Life Cycle Concept as the underlying theoretical foundation for the study, results revealed differences among generational cohorts for durable and nondurable home furnishings and in five of the study’s 13 home furnishings’ categories.
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1. INTRODUCTION
Home furnishings (i.e., household furniture, décor/accessories, and textiles) is a key industry due to its economic impact (a $278 billion industry) and the fact that it provides consumers with hedonic and utilitarian value (U.S. Bureau of Economic Analysis, 2014). Over the course of a U.S. consumer’s lifetime, many home furnishings items will be accumulated and replaced as a result of various intrinsic lifestyle changes and environmental factors. These critical life stage events that trigger home furnishings purchases are oftentimes influenced by a consumer’s age (U.S. International Trade Commission, 2001). Given the variability of generational cohorts in the U.S., this study formally asks whether a generational cohort effect exists in home furnishings expenditures and, if it does, what differences and similarities are expressed by the key generational consumer groups: Baby Boomers (born between 1946 - 1964), Generation X (born between 1965 - 1980), and Generation Y (born between 1981 - 2000). Although researchers demonstrate great interest in the impact of generational spending habits, at this time, limited empirical and academic research has been conducted on generational consumer expenditures of home furnishings. As such, this study will address this gap in the extant literature by (a) disaggregating home furnishings expenditure data and (b) investigating differences in generational cohort consumption of home furnishings through the use of detailed expenditure data from the 2012 Consumer Expenditure Survey (CE) (U.S. Bureau of Labor Statistics, 2013).

Home Furnishings
Home furnishings are typically classified into two major categories—durable and nondurable.
Durable goods are defined as those that have a significant lifespan (often three years or more) and are highly resistant to wear (InvestorWords, 2016a). Nondurable goods are defined as those that are purchased more frequently, are generally not resistant to wear, and typically have a lifespan of less than three years (InvestorWords, 2016b) (see Table 1 for a complete list of CE classifications and study categories).

Table 1. Study’s home furnishings category classifications based on type of good.

<table>
<thead>
<tr>
<th>Type of Good and Category</th>
<th>Includes the following:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Durable:</strong></td>
<td></td>
</tr>
<tr>
<td>Bedroom Furniture</td>
<td>Mattresses, springs, dressers, beds, chests, and bedroom furniture combinations. Combines codes 120-122.</td>
</tr>
<tr>
<td>Dining &amp; Kitchen Furniture</td>
<td>Tables, chairs, etc. Code 110.</td>
</tr>
<tr>
<td>Home Office Furniture</td>
<td>All office furniture for home use. Code 150.</td>
</tr>
<tr>
<td>Infant Furniture</td>
<td>Cribs, dressers, changing tables, etc. Combines codes 130-131.</td>
</tr>
<tr>
<td>Living &amp; Family Room Furniture</td>
<td>Sofas, chairs, tables, wall units, cabinets, shelving, desks, other items not specified elsewhere, and living room combinations. Combines codes 100-103 and 105-106.</td>
</tr>
<tr>
<td>Outdoor Furniture</td>
<td>Patio, porch, or outdoor furniture. Combines codes 140-141.</td>
</tr>
<tr>
<td>Recreation Room Furniture</td>
<td>Ping-pong tables, pool tables, and other similar recreation room items. Code 104.</td>
</tr>
<tr>
<td><strong>Nondurable:</strong></td>
<td></td>
</tr>
<tr>
<td>Accessories</td>
<td>Clocks, lamps, decorative items, slipcovers, and pillows. Combines codes 171, 173, and 205.</td>
</tr>
<tr>
<td>Floor Coverings</td>
<td>Room-size rugs and other non-permanent floor coverings. Code 212.</td>
</tr>
<tr>
<td>Kitchenware</td>
<td>Dinnerware, non-electronic cookware, glassware, and serving pieces. Combines codes 190-198.</td>
</tr>
<tr>
<td>Linens</td>
<td>For use in the bedroom, bathroom, kitchen, and dining room. Combines codes 200-204.</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>Storage and travel items. Combines codes 180-181, 220, and 900.</td>
</tr>
</tbody>
</table>

2. LITERATURE REVIEW

Historically, home furnishings consumption research has focused on two sectors of the industry: (1) household furniture and (2) household textiles. Research on the consumption patterns of household furniture has indicated the following unique differences: (a) the household head accounts for the bulk of household furniture purchases; (b) although many factors affect consumer demand for household furniture, the consumer’s age is a very important indicator because it marks critical life stages that trigger furniture purchases, such as marriage, parenthood, home purchase, and career advancement (increased income); and (c) household furniture consumption involves a much longer time horizon than many other consumer goods because of higher ticket prices and the consideration taken of future earnings and competing expenses (U.S. International Trade Commission, 2001). Additionally, age, existing home sales, new housing starts, income, and unemployment rates have been found to influence the demand for household textiles (U.S. International Trade Commission, 1999).
Further research has indicated that Baby Boomers, Generation X, and Generation Y are not different when it comes to their hedonic and utilitarian attitudes towards household furniture (Burnsed, 2009).

**Baby Boomer Cohort**
In 2012, Baby Boomers represented 23.9% of the U.S. population, were aged 48-66, and had a median household income of $62,519 (Mintel Group Ltd., 2014a). Baby Boomer spending has been estimated to be responsible for half of all consumer expenditures in the U.S. (approximately $2.3 trillion annually) and they outspend other generations by an estimated $400 billion each year on consumer goods and services (Mintel Group Ltd., 2014a). Due to their discretionary income, and the fact that they control most of the net worth of American households, many marketers have called the Baby Boomer cohort the most valuable generation (Mintel Group Ltd., 2014a). Their hedonistic nature and discretionary income have made Boomers the primary target of advertising and marketing.

Boomer households typically consist of two or more individuals (three in 10 Boomer households have three or more members) (Mintel Group Ltd., 2014a). Larger households could be attributed to the fact that two-thirds of Boomers are married, many have adult children either still living at home or returning home due to economic and unemployment shifts (Boomerang Effect), and an estimated 40% of Boomers still have children under the age of 18 living at home (Hawkins & Mothersbaugh, 2013; Mintel Group Ltd., 2014a). About seven in 10 are employed, while about half of the oldest Boomers are either retired or not in the labor force (Mintel Group Ltd., 2014a). Baby Boomers who are working full-time and supporting children have different perspectives of their finances and motivations to purchase as compared to retired empty-nest Baby Boomers. In addition to work/retirement and the Boomerang and Empty Nest Effects, Boomers are experiencing other key life stage events such as becoming grandparents, downsizing the family home, relocating after retirement, and spending more time at home. Altogether, this generation has the money to spend, are not afraid of buying what they want, has a greater comfort with spending on nonessentials, and are not as concerned with always paying the least amount possible (Mintel Group Ltd., 2014a; Wuest, Welkey, Mogab, & Nicols, 2005). Therefore, they have the luxury of focusing on home furnishings. In fact, in 2012, Boomers comprised 45% of total dollars spent on furniture and bedding—spending approximately $38 million on furniture products (French, 2013).

**Generation X Cohort**
Generation X represented 15.7% of the U.S. population, were aged 32-47, and had a median household income of $63,629 (Mintel Group Ltd., 2014a). Generation X reached adulthood in the midst of economic crises, which they often blame on the Boomer generation (Hawkins & Mothersbaugh, 2013; Lindquist & Sirgy, 2009). Due to this, Gen X is the first American generation to confront issues of “reduced expectations” (Hawkins & Mothersbaugh, 2013, 122). Generation X is not an easy generation to reach because of their cynicism. They are cautious, yet pragmatic, shoppers who lack brand loyalty yet possess a distinct sophistication about products and shopping (Evans, 2005; Hawkins & Mothersbaugh, 2013; Wuest et al., 2008). They want products designed specifically for their tastes and lifestyles (Hawkins & Mothersbaugh, 2013).

Nearly two thirds of Gen Xers are homeowners, as well as married, making this generation an attractive market for home improvement products including home furnishings (Miller, 2011; Mintel Group Ltd., 2011). Gen Xers are family-oriented (71% of households have children younger than 18 living at home) and focus on balancing work and family (Miller, 2011).
The resulting household size is an average of 3.3 persons per home, which is substantially larger than the national average of 2.5 (Miller, 2011). In accordance with their family-orientation, Gen X accounted for 37% of all purchases of youth bedroom furniture buys in 2012 (French, 2013).

Generation X consumers spend their disposable income wisely, and they are more realistic about what furniture works for a growing family (“Life Stages,” 2008; Hodnett, 2013). According to French (2013), Gen X comprised 24% of all furniture and bedding buys in 2012. This is not surprising, since many Gen Xers are upgrading from their starter homes, remodeling kids’ rooms, accommodating new technology (especially entertainment systems), and wearing out starter furniture (“Life Stages,” 2008). Additionally, Gen X women watch the most home improvement media and are more likely than their male counterparts to initiate home improvement projects (Hawkins & Mothersbaugh, 2013).

**Generation Y Cohort**

In 2012, Generation Y represented 24.7% of the U.S. population and were aged 12-31 (Mintel Group Ltd., 2014b). It is important to note; however, that the current study will only focus on Gen Yers aged 18-31. Younger Millennials’ median household income ($30,604) was significantly lower than that of older Millennials ($51,381), because they were in different stages of education and career (Mintel Group Ltd., 2014b). As a result of a second baby boom, Millennials (Gen Y) are one of the largest, most diverse (i.e., more racially and ethnically diverse), and most influential contemporary adult populations (Hawkins & Mothersbaugh, 2013; Magid Generational Strategies, 2014; Pew Research Center, 2014).

Because of the Great Recession of the 21st century, younger Millennials have been plagued by high unemployment rates (Hawkins & Mothersbaugh, 2013; Pew Research Center, 2014). This has resulted in many of them moving back into their parents’ homes (Boomerang Effect); however, they remain fairly optimistic about their financial futures. The marketplace is also optimistic about the future of these young adults. It is expected that by 2015, Millennials will have $2.45 trillion in spending power, making them an important consumer group (Oracle Financial Services, 2010). However, traditional marketing channels need to be seamlessly integrated with the online platform to effectively reach Millennials, who are not only digitally connected but also more receptive to new ideas. It is also important for businesses to note that Millennials tend to be brand loyal and place great importance on brand appeal; thereby, affording them desired recognition from their peers (Evans, 2005; Wuest et al., 2008).

Because Generation Y spans 18 years, this generational cohort was experiencing various major life stage benchmarks in 2012 and they continue to be in a period of firsts and significant changes. For example, many Millennials are starting to live independent of their parents, they are graduating from college, getting their first jobs, making their first significant purchases (e.g., homes), getting married, and starting a family (Deloitte, 2015; “Life Stages,” 2008; Hodnett, 2013; Mintel Group Ltd., 2014b). Each of these life stages trigger the need and/or desire for home furnishings purchases. Because many are just starting out and tend to be more individualistic, Gen Y consumers are looking for home furnishings that are affordable and reflect their personal tastes (“Life Stages,” 2008). In 2012, Millennials accounted for 12% of the total dollars spent on furniture and bedding ($11 million) (French, 2014). As with their other purchases, Gen Y feels comfortable making purchases online—78% have purchased home furnishings online (French, 2013).
 Framework and Hypothesis Development
Theoretical

The purchase of home furnishings has been directly linked to life stage events of consumers (“Life Stages,” 2008; Mintel Group Ltd., 2005). Life stage events are direct life status changes because they are unique to the type of change, they are experienced by practically all households undergoing that change, and the nature and timing of such events are associated with patterns of expenditures by consumers (Andreasen, 1984). The predictable stages, therefore, can be investigated via generational cohorts, since major life stage events are specific to individual generations when fixed in time (i.e., they are experienced by practically all consumer units undergoing that change). Because of the changing identity of the average U.S. family that now includes homosexual couples, D.I.N.K.’s (Dual Income No Kids), and other non-traditional family formats, this study’s focus is on the household/consumer unit (CU). As such, the theoretical foundation for the study utilizes Engel, Blackwell, and Miniard’s (1993) Household Life Cycle Concept; whereby, households/consumer units (persons living together and sharing their financial budget independent from marriage license and offspring) pass through a progression of stages which impact purchasing behavior and consumption of goods and services. Based on the life stage differences between the generational cohorts and a modified version of Engel, Blackwell, and Miniard’s (1993) Household Life Cycle Concept, the following was hypothesized:

$H_3$: Average aggregate CU expenditures of the 13 individual home furnishings categories demonstrate a generational cohort effect.

$H_4$: Average aggregate CU expenditures of the 13 individual home furnishings categories demonstrate generational cohort differences.

3. METHODOLOGY

Data Source and Study Sample

Study data were extracted from the quarterly interview segment of the 2012 CE, and included only CUs in which both age had been designated by the CU head (for generational cohort classification) and expenditures had been recorded in both the durable and nondurable categories of home furnishings (U.S. Bureau of Labor Statistics, 2013). The CE measures spending by consumer units (CU) rather than family households. As defined by the CE, a CU comprises either: (1) all members of a particular household who are related by blood, marriage, adoption, or other legal arrangements; (2) a person living alone, sharing a household with others, or living as a roomer in a private home, lodging house, or in permanent living quarters in a hotel or motel, but who is financially independent; or (3) two or more persons living together who use their income to make joint expenditure decisions (U.S. Bureau of Labor Statistics, 2013). The CE was selected for this study because it is the only Federal U.S. survey that provides information on the complete range of American consumers’ expenditures and incomes, as well as the characteristics of those consumers (U.S. Bureau of Labor Statistics, 2013).

After data were extracted from the 2012 CE, normality was assessed via boxplots, skewness and kurtosis measurements, and normality tests. To approximate a normal distribution more closely, consumer units with extreme outliers in either durable or nondurable home furnishings were eliminated from the data set. The remaining data used for analysis fell within two
standard deviations from the means, capturing approximately 95% of the study’s observations. Altogether, yielding a total of 785 CUs: 289 (36.82%) Baby Boomer, 191 (24.33%) Generation X, and 305 (38.85%) Generation Y CUs. As a check for sample representativeness, the adjusted sample was compared to actual 2012 U.S. population data. Although not reflecting the general U.S. population precisely, the sample was deemed a satisfactory representation since all three generational cohorts were slightly over-represented.

Home Furnishings Expenditure Classifications

Although the 2012 CE divided home furnishings expenditures into consumer purchases (Section 8, Part A) and consumer rentals, leases, or repairs (Section 8, Part B), only expenditures from the consumer purchases section that were intended for use by the CU were included in the study’s analyses (U.S. Bureau of Labor Statistics, 2013). The original 40 home furnishings CE classifications were then collapsed into 13 categories for analysis purposes based on familiar consumer meta-categories: (1) accessories; (2) bedroom furniture; (3) dining and kitchen furniture; (4) floor coverings; (5) home office furniture; (6) infant furniture; (7) kitchenware; (8) linens; (9) living and family room furniture; (10) miscellaneous; (11) outdoor furniture; (12) recreation room furniture; and (13) window treatments (see Table 1).

To explore the question of an overall generational cohort effect on home furnishings expenditures, annual expenditures (summed quarters) for the 13 furnishings categories were sorted into either durable or nondurable expenditures. Ten of the study’s home furnishings categories fit clearly into either the durable (i.e., sofas, chairs, and tables) or nondurable (i.e., accessories and linens) classification, while three categories demonstrated both durable and nondurable qualities. Therefore, the three categories (mattresses and springs [CE category 120], rugs and other non-permanent floor coverings [CE category 212], and window treatments [CE category 214-215]) were assessed based on their repurchase profile by the average consumer unit. After review, mattresses were classified as a durable good, because of their infrequent repurchase rate (often eight to 10 years). Floor coverings and window treatments were classified as nondurable goods due to a more frequent repurchase rate (often one to three years).

Analysis Procedures

In order to test for the presence of an overall generational cohort effect on durable and nondurable home furnishings expenditures (hypothesis one), MANOVA was performed. To address the research question of whether average aggregate CU home furnishings expenditures (durable and nondurable) differed across generational cohorts (hypothesis two), a profile analysis of repeated measures, or the multivariate approach to repeated measures, was used. Additionally, post-hoc pairwise comparisons using Tukey’s HSD procedure for unequal sample sizes were conducted on the main effects to test for home furnishings expenditure mean differences (durable and nondurable) among the three generational cohort groups. In order to test hypothesis three, ANOVAs were conducted to find generational cohort effects on mean expenditures for the 13 individual home furnishings categories. Post-hoc pairwise comparisons using Tukey’s HSD procedure for unequal sample sizes were then conducted on the main effects to test for home furnishings expenditure mean differences between generational cohorts for the 13 individual home furnishings categories (hypothesis four). The dependent variables for testing hypotheses one and two were the aggregate CU durable and nondurable home furnishings expenditures (measured in U.S. dollars per CU), while aggregate CU category expenditures were used
for hypotheses three and four. All hypotheses utilized generational cohort CUs as the independent, categorical variable. Finally, all significance levels for were set at $\alpha \leq .05$.

4. RESULTS AND DISCUSSION

**Hypothesis One and Two**

MANOVA testing for an overall generational cohort effect provided strong support for hypothesis one ($\Lambda = 0.9771$, $F(4, 1562) = 4.55$, $p = .0012$) relative to both durable and nondurable home furnishings expenditures. Significant generational cohort effects were found for both durable ($F(2, 782) = 6.91$, $p = .0011$) and nondurable ($F(2, 782) = 4.63$, $p = .0100$) home furnishings expenditures. The Wilks’ Lambda criterion p-value ($\leq .05$) provided statistical evidence of interaction (parallelism) between home furnishings expenditures (durable and nondurable) and generational cohort (see Table 2). The test for differences among groups (equal levels) found differences ($p \leq .05$) among generational cohorts when durable and nondurable home furnishings expenditures were averaged, providing strong statistical evidence of a generational cohort effect (between-subjects effects). Therefore, hypothesis two was supported and thereby, providing further support for hypothesis one. The test for a goods category effect (flatness) found that home furnishings expenditure means, when averaged across generational cohort, indicated a goods category effect (durable and nondurable) based on the Wilks’ Lambda criterion p-value ($\leq .05$).

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>$\Lambda$</th>
<th>$F$</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-Subjects Effects:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generational Cohort (Testing for Overall Difference Among Generational Cohorts)</td>
<td>2</td>
<td>6723338.3</td>
<td>3361669.2</td>
<td>8.36*</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>782</td>
<td>314564817.5</td>
<td>402256.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-Subjects Effects:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goods Category (Testing for a Goods Category Effect)</td>
<td>1</td>
<td>68920666.0</td>
<td>68920666.0</td>
<td>0.7715</td>
<td>231.60*</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Goods Category * Generational Cohort (Testing for Interaction)</td>
<td>2</td>
<td>2718456.7</td>
<td>1359228.3</td>
<td>0.9885</td>
<td>4.57*</td>
<td>0.0107</td>
</tr>
<tr>
<td>Error</td>
<td>782</td>
<td>232710285.6</td>
<td>297583.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: *Significant: $p \leq .05$.

Post-hoc pairwise comparisons using Tukey’s HSD procedure provided further support for durable and nondurable mean expenditure differences among generational cohorts (hypothesis two). Differences were found among Generation X and Generation Y for both durable and nondurable home furnishings mean expenditures (see Table 3). Altogether, Generation Y CUs had lower durable and nondurable home furnishings mean expenditures as compared to Baby Boomer and Generation X CUs. On average, Generation Y CUs durable mean expenditures ($502.06$) were $107.71$ less than Baby Boomer CUs ($609.77$) and $276.25$ less than Generation X CUs ($778.31$). For nondurable mean expenditures, Generation Y CUs ($168.91$) were $37.05$ less than Baby Boomer CUs ($205.96$) and $61.62$ less than Generation X CUs ($230.53$).
Table 3. Mean vectors: Testing for differences among generational cohorts (H₂).

<table>
<thead>
<tr>
<th>Generational Cohort</th>
<th>Goods Category</th>
<th>n</th>
<th>Mean</th>
<th>Standard Error</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall (All CUs)</td>
<td>Durable</td>
<td>785</td>
<td>$608.93</td>
<td>$28.95</td>
<td>$811.17</td>
</tr>
<tr>
<td></td>
<td>Nondurable</td>
<td>785</td>
<td>$197.54</td>
<td>$8.15</td>
<td>$228.25</td>
</tr>
<tr>
<td>Baby Boomer CUs</td>
<td>Durable</td>
<td>289</td>
<td>$609.77</td>
<td>$47.67</td>
<td>$810.35</td>
</tr>
<tr>
<td></td>
<td>Nondurable</td>
<td>289</td>
<td>$205.96</td>
<td>$13.96</td>
<td>$237.28</td>
</tr>
<tr>
<td>Generation X CUs</td>
<td>Durable</td>
<td>191</td>
<td>$778.31</td>
<td>$74.18</td>
<td>$1,025.12</td>
</tr>
<tr>
<td></td>
<td>Nondurable</td>
<td>191</td>
<td>$230.53</td>
<td>$19.47</td>
<td>$269.10</td>
</tr>
<tr>
<td>Generation Y CUs</td>
<td>Durable</td>
<td>305</td>
<td>$502.06</td>
<td>$35.69</td>
<td>$623.34</td>
</tr>
<tr>
<td></td>
<td>Nondurable</td>
<td>305</td>
<td>$168.91</td>
<td>$10.59</td>
<td>$184.89</td>
</tr>
</tbody>
</table>

Note: CU = consumer unit. Mean expenditures having the same superscript number in the mean column represent generational cohort effects that are significantly different at alpha ≤ .05 (Tukey HSD procedure).

**Hypothesis Three and Four**

ANOVA testing on the 13 individual home furnishings categories found significant (p ≤ .05) generational cohort effects (hypothesis three) for five of the 13 categories: accessories, floor coverings, living and family room furniture, outdoor furniture, and window treatments (see Table 4). Marginal significance (p is between .05 and .10) was found for bedroom furniture and linens. Pairwise comparisons using Tukey’s HSD, for testing hypothesis four, provided evidence of generational cohort expenditure mean differences in the accessories, floor coverings, living and family room furniture, outdoor furniture, and window treatment categories (see Table 5). Based on an alpha ≤ .05, Generation Y CUs differed from Baby Boomer and Generation X CUs in the accessories, floor coverings, living and family room furniture, and outdoor furniture categories. Additionally, Generation Y CUs had significant mean expenditure differences from Generation X CUs in the window treatment category. Although marginal significance (p is between .05 and .10) of an overall generational cohort effect for bedroom furniture and linens was found for purchasing CUs, no significant mean differences were exhibited among the generational cohort CUs. Altogether, dining and kitchen furniture, home office furniture, infant furniture, kitchenware, miscellaneous, and recreation room furniture were the only categories to not provide evidence of a generational cohort effect whatsoever. Additionally, the majority of significant results for mean expenditure differences of home furnishings were found between Generation Y CUs and their generational cohort counterparts (Baby Boomer and Generation X CUs).
Table 4. Generational cohort effects of mean expenditures for the 13 categories of home furnishings (H₃).

<table>
<thead>
<tr>
<th>Category</th>
<th>n</th>
<th>df</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessories</td>
<td>779</td>
<td>2, 777</td>
<td>6.90*</td>
<td>0.0011</td>
</tr>
<tr>
<td>Bedroom Furniture</td>
<td>627</td>
<td>2, 625</td>
<td>2.36**</td>
<td>0.0955</td>
</tr>
<tr>
<td>Dining &amp; Kitchen Furniture</td>
<td>206</td>
<td>2, 204</td>
<td>0.12</td>
<td>0.8901</td>
</tr>
<tr>
<td>Floor Coverings</td>
<td>250</td>
<td>2, 248</td>
<td>4.79*</td>
<td>0.0091</td>
</tr>
<tr>
<td>Home Office Furniture</td>
<td>103</td>
<td>2, 101</td>
<td>0.37</td>
<td>0.6938</td>
</tr>
<tr>
<td>Infant Furniture</td>
<td>254</td>
<td>2, 252</td>
<td>1.88</td>
<td>0.1553</td>
</tr>
<tr>
<td>Kitchenware</td>
<td>690</td>
<td>2, 688</td>
<td>0.07</td>
<td>0.9319</td>
</tr>
<tr>
<td>Linens</td>
<td>1,073</td>
<td>2, 1071</td>
<td>2.28**</td>
<td>0.1027</td>
</tr>
<tr>
<td>Living &amp; Family Room Furniture</td>
<td>856</td>
<td>2, 854</td>
<td>12.19*</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>203</td>
<td>2, 201</td>
<td>0.39</td>
<td>0.6784</td>
</tr>
<tr>
<td>Outdoor Furniture</td>
<td>412</td>
<td>2, 410</td>
<td>5.43*</td>
<td>0.0047</td>
</tr>
<tr>
<td>Recreation Room Furniture</td>
<td>10</td>
<td>2, 8</td>
<td>0.57</td>
<td>0.5865</td>
</tr>
<tr>
<td>Window Treatments</td>
<td>344</td>
<td>2, 342</td>
<td>6.36*</td>
<td>0.0019</td>
</tr>
</tbody>
</table>

Note: *Significant: p ≤ .05; **Marginally significant: p is between .05 and .10.

Table 5. Mean expenditures and statistically significant mean expenditure differences for the 13 categories of home furnishings (H₄).

<table>
<thead>
<tr>
<th>Category</th>
<th>Baby Boomer CUs</th>
<th>Generation X CUs</th>
<th>Generation Y CUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessories</td>
<td>$133.35</td>
<td>$133.43</td>
<td>$83.16</td>
</tr>
<tr>
<td>Bedroom Furniture</td>
<td>$730.09</td>
<td>$591.82</td>
<td>$605.71</td>
</tr>
<tr>
<td>Dining &amp; Kitchen Furniture</td>
<td>$377.67</td>
<td>$404.34</td>
<td>$366.56</td>
</tr>
<tr>
<td>Floor Coverings</td>
<td>$123.80</td>
<td>$127.16</td>
<td>$63.07</td>
</tr>
<tr>
<td>Home Office Furniture</td>
<td>$138.32</td>
<td>$127.76</td>
<td>$158.79</td>
</tr>
<tr>
<td>Infant Furniture</td>
<td>$139.42</td>
<td>$194.58</td>
<td>$155.15</td>
</tr>
<tr>
<td>Kitchenware</td>
<td>$64.35</td>
<td>$66.11</td>
<td>$63.42</td>
</tr>
<tr>
<td>Linens</td>
<td>$83.34</td>
<td>$92.46</td>
<td>$80.24</td>
</tr>
<tr>
<td>Living &amp; Family Room Furniture</td>
<td>$564.15</td>
<td>$681.40</td>
<td>$381.69</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>$76.80</td>
<td>$66.36</td>
<td>$73.12</td>
</tr>
<tr>
<td>Outdoor Furniture</td>
<td>$167.99</td>
<td>$171.65</td>
<td>$106.30</td>
</tr>
<tr>
<td>Recreation Room Furniture</td>
<td>$352.00</td>
<td>$377.50</td>
<td>$132.00</td>
</tr>
<tr>
<td>Window Treatments</td>
<td>$96.67</td>
<td>$144.54</td>
<td>$69.64</td>
</tr>
</tbody>
</table>

Note: CU = consumer unit. Pairwise comparisons are only across generational cohorts. Mean expenditures having the same superscript letter in each row are significantly different at alpha ≤ .05 (Tukey HSD procedure).

Based on the means for the 13 home furnishings categories, Generation Y CUs on average spent less than their generational cohort counterparts in nine of the 13 home furnishings categories: accessories, dining and kitchen furniture, floor coverings, kitchenware, linens, living and family room furniture, outdoor furniture, recreation room furniture, and window treatments (see Table 5). On average, Generation Y CUs ($158.79) spent more than Baby Boomer CUs ($138.32) and Generation X CUs ($127.76) in the home office furniture category. Although Generation Y CUs spent less than Baby Boomer CUs in the bedroom furniture and miscellaneous categories, on average they spent more than Generation X CUs. Additionally, Generation Y CUs ($155.15) spent on average more than Baby Boomer CUs ($139.42) in the infant furniture category.
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category and a little less than Generation X CUs ($194.58). Finally, purchase frequencies for the 13 home furnishings categories by generational cohort revealed the most and least purchased product categories (see Table 6).

Table 6. Purchase frequencies for the 13 categories of home furnishings by generational cohort.

<table>
<thead>
<tr>
<th>Category</th>
<th>Baby Boomer CUs</th>
<th>%</th>
<th>Generation X CUs</th>
<th>%</th>
<th>Generation Y CUs</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linens</td>
<td>429</td>
<td>18.58</td>
<td>Linens</td>
<td>271</td>
<td>18.90</td>
<td></td>
</tr>
<tr>
<td>L&amp;R Room Furniture</td>
<td>334</td>
<td>14.47</td>
<td>L&amp;R Room Furniture</td>
<td>207</td>
<td>14.44</td>
<td></td>
</tr>
<tr>
<td>Accessories</td>
<td>318</td>
<td>13.77</td>
<td>Accessories</td>
<td>191</td>
<td>13.32</td>
<td></td>
</tr>
<tr>
<td>Kitchenware</td>
<td>267</td>
<td>11.56</td>
<td>Kitchenware</td>
<td>174</td>
<td>12.13</td>
<td></td>
</tr>
<tr>
<td>Bedroom Furniture</td>
<td>229</td>
<td>9.92</td>
<td>Bedroom Furniture</td>
<td>158</td>
<td>11.02</td>
<td></td>
</tr>
<tr>
<td>Outdoor Furniture</td>
<td>196</td>
<td>8.49</td>
<td>Outdoor Furniture</td>
<td>106</td>
<td>7.39</td>
<td></td>
</tr>
<tr>
<td>Window Treatments</td>
<td>129</td>
<td>5.59</td>
<td>Window Treatments</td>
<td>87</td>
<td>6.07</td>
<td></td>
</tr>
<tr>
<td>Floor Coverings</td>
<td>108</td>
<td>4.68</td>
<td>Floor Coverings</td>
<td>57</td>
<td>3.97</td>
<td></td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>91</td>
<td>3.94</td>
<td>Miscellaneous</td>
<td>53</td>
<td>3.70</td>
<td></td>
</tr>
<tr>
<td>Infant Furniture</td>
<td>89</td>
<td>3.85</td>
<td>D&amp;K Furniture</td>
<td>47</td>
<td>3.28</td>
<td></td>
</tr>
<tr>
<td>D&amp;K Furniture</td>
<td>78</td>
<td>3.38</td>
<td>Infant Furniture</td>
<td>43</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>Home Office Furniture</td>
<td>37</td>
<td>1.60</td>
<td>Home Office Furniture</td>
<td>38</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td>Rec. Room Furniture</td>
<td>4</td>
<td>0.17</td>
<td>Rec. Room Furniture</td>
<td>2</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

Note: CU = consumer unit; L&R = Living & Family; D&K = Dining & Kitchen; Rec. = Recreation.

5. CONCLUSIONS

Summary
This study investigated the possible influence of a generational cohort effect on U.S. consumer unit home furnishings expenditures. The purpose and overall objectives of the study were to contribute to the home furnishings and consumer behavior literature by disaggregating home furnishings expenditure data and investigating differences in generational cohort consumption as they relate to home furnishings. In doing so, four hypotheses were formulated and tested.

Hypothesis one (average aggregate CU expenditures of durable and nondurable home furnishings demonstrate an overall generational cohort effect) found significant generational cohort effects for both durable and nondurable home furnishings expenditures. Hypothesis two (average aggregate CU expenditures of durable and nondurable home furnishings demonstrate generational cohort differences) further supported hypothesis one by providing statistical evidence of durable and nondurable mean expenditure differences among the three generational cohorts. Altogether, Generation Y CU mean expenditures for durable and nondurable home furnishings were less than Generation X and Baby Boomer CUs. These findings could be attributed to the fact that many Generation Y consumers were between the ages of 18-35 in 2012 and were either (1) attending college and living in a dorm; therefore, the necessity of home furnishings is limited; (2) attending college and living in a “shared” residence (i.e., a roommate in a house or apartment); therefore, the responsibility of furnishing the house or apartment is divided among the roommates and no “one” roommate is responsible for furnishing the entire residence; or (3) living in a non-permanent dwelling (e.g., renting a house or apartment); therefore, they may be delaying their home furnishings purchases for when they settle into a more permanent location (i.e., become less transient). A breakdown of the study participant’s housing tenure may further
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justify these inferences, because results revealed that 75% of Generation Y CUs rented and only 25% owned, while 35% of Generation X CUs rented and 65% owned, and 19.5% of Baby Boomer CUs rented and 80.5% owned. Additionally, many Generation Y CUs (due to their age), as compared to their generational cohort counterparts, were either graduating from high school or college, establishing their independence from the parents, or trying to build their careers; therefore, their average annual income was not as high as Generation X and Baby Boomer CUs. A breakdown of the study participant’s average annual incomes could possibly justify these inferences due to the following: 30% of Generation Y CUs earned $70,000+ and 70% less than $69,999; 58.3% of Generation X CUs earned $70,000+ and 41.7% less than $69,999; and 57.4% of Baby Boomer CUs earned $70,000+ and 42.6% less than $69,999. Altogether, Generation Y CUs have lower levels of discretionary income; therefore, limiting their ability to purchase home furnishings. Finally, current U.S. trends have seen many Generation Yers prolonging marriage and children in hopes of building or advancing their careers and enjoying the “single life”, having fewer children, and having a smaller number of people per household. Due to these trends, all of which impact home furnishings purchases, it is not surprising that Generation Y CUs spent less on durable and nondurable home furnishings than that of Generation X and Baby Boomer CUs.

Hypothesis three (average aggregate CU expenditures of the 13 individual home furnishings categories demonstrate a generational cohort effect) revealed significant generational cohort effects and hypothesis four (average aggregate CU expenditures of the 13 individual home furnishings categories demonstrate generational cohort differences) provided statistical evidence of generational cohort expenditure mean differences in five (accessories, floor coverings, living and family room furniture, outdoor furniture, and window treatments) of the 13 categories. Altogether, Generation Y CUs on average spent less than Generation X and Baby Boomer CUs. Again, this could be attributed to the fact that Generation Y CUs had lower average annual incomes, the majority rented their dwellings, and/or they were delaying purchasing “quality”, higher-priced home furnishings until they become more established in their careers or when they are less transient. Lower levels of spending for outdoor furniture and window treatments could be due to the fact that 75% of Generation Y CUs rented their dwelling and many rental units have limited or no outdoor spaces (e.g., patios or balconies) for personal use and/or come equipped with blinds; therefore, the need for these product categories is either nonexistent or limited. The final results of the study calculated frequencies of purchase for the 13 home furnishings categories by generational cohort CU. The top five categories (linens, living and family room furniture, accessories, kitchenware, and bedroom furniture) were the same for all three generational cohorts. The fact that linens ranked first could be because they are nondurable, are used on a daily basis, have the tendency to “wear” and show soiling faster, and are relatively inexpensive to replace. Living and family room furniture’s second place purchase frequency may be attributed to the fact that this is the furniture that family, friends, and guests see first; therefore, CUs may have focused their attention on this category in order to make it the most attractive room in the home and/or “dress” their room in the image that they want to convey to others. Additionally, this furniture is used on a daily basis; therefore, has the tendency to show “wear” faster. Accessories (third) and kitchenware (fourth) are both nondurable and on average considered smaller ticket items that need more frequent replacement. Furthermore, accessories allow CUs to update the look of their home without investing a lot of “decision-making” time or
money. Bedroom furniture, the fifth most purchased category by all three generational cohorts, could signify the need to satisfy oneself after the need to project a particular image to guests (i.e., living and family room furniture). The next six categories (outdoor furniture, window treatments, floor coverings, miscellaneous, infant furniture, and dining and kitchen furniture) experienced differences in purchase frequencies, which could be attributed to durability or lack thereof, income, housing tenure, and/or number of children in the household. Finally, home office furniture (12th) and recreation room furniture (13th) were the least purchased product categories of home furnishings. With the influx of portable technologies (e.g., laptop computer, tablets, and smartphones) that can be used/accessed anywhere in the home, a designated location/room is not as pertinent as it once was; therefore, home office furniture may not be a priority to the investigated generational cohort CUs. Since this study utilized 2012 CE data, which captured a U.S. economic downturn, recreation room furniture may have not been a priority for the three key generational cohorts since it ranked last in purchase frequency.

**Implications**

Although the findings of this study are market specific, they have important implications for the home furnishings industry. Overall, this study provides retailers and marketers with a greater understanding of the three key U.S. generational cohorts’ differences, similarities, and purchase frequencies of durable and nondurable home furnishings. Moreover, it allows retailers and marketers to tailor their product assortments and advertising to individual generational cohorts; thereby, not accepting or implementing a “one size fits all” approach. Based on regional generational cohort populations in the area (e.g., predominately college towns/cities or retirement communities), retailers and marketers could target individual generations by offering and promoting specific product categories of interest and through special financing (e.g., one year-no payments-no interest to areas that primarily consist of Generation Y and Generation X CUs, since many are in the process of establishing independence, building or advancing their careers, and/or starting families).

**Limitations and Future Research**

This study utilized data from the 2012 CE (which at the time was the most recent CE data available); therefore, the researchers relied upon the accuracy of the individual CUs to record all home furnishings expenditures and properly self-identify the CU head’s age. Secondly, this study focused on the CU head’s age (which generational cohort was classified by); therefore, it did not take into account the spouse’s age or that of the other household members. Although this study did not investigate income and housing tenure effects, it would be of interest to examine how these variables impact generational cohort home furnishings expenditures since they appear to have an overarching influence. Additional variables of interest for future studies would be to see how marital status, dwelling square footage, number of children in the household, whether or not the person was attending college, and the number of persons living in the household influences home furnishings expenditures. Finally, since the U.S. was undergoing and climbing out of an economic recession in 2012, it would be beneficial to compare these results to those of a later date (year) when the U.S. is not experiencing an economic hardship.
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